
www.manaraa.com

University of California

Los Angeles

Interdisciplinary Studies

in Operations Management

A dissertation submitted in partial satisfaction

of the requirements for the degree

Doctor of Philosophy in Management

by

Jaehyung An

2013



www.manaraa.com

All rights reserved

INFORMATION TO ALL USERS
The quality of this reproduction is dependent upon the quality of the copy submitted.

In the unlikely event that the author did not send a complete manuscript
and there are missing pages, these will be noted.  Also,  if material had to be removed, 

a note will indicate the deletion.

Microform Edition © ProQuest LLC.
All rights reserved. This work is protected against

unauthorized copying under Title 17, United States Code

ProQuest LLC.
789 East Eisenhower Parkway

P.O. Box 1346
Ann Arbor,  MI 48106 - 1346

UMI  3564165
Published by ProQuest LLC (2013).  Copyright in the Dissertation held by the Author.

UMI Number:  3564165



www.manaraa.com

c© Copyright by

Jaehyung An

2013



www.manaraa.com

Abstract of the Dissertation

Interdisciplinary Studies

in Operations Management

by

Jaehyung An

Doctor of Philosophy in Management

University of California, Los Angeles, 2013

Professor Christopher S. Tang, Chair

This dissertation consists of two chapters. The first is at the socially responsible opera-

tions in the agricultural sector of emerging economies. The agricultural sector in emerging

markets accounts for a significant portion of economic activities even though most farmers

are trapped in the poverty cycle owing to their smallholdings. Aggregating these farmers

through formal or informal cooperatives (coops) can enable them to: (1) reduce production

cost; (2) increase/stabilize process yield; (3) increase brand awareness; (4) eliminate unnec-

essary intermediaries; and (5) eliminate price uncertainty. To examine whether these effects

will benefit the members of such aggregation when they compete with other individual farm-

ers, we present separate models to capture the essence of these five effects. For each effect,

we find that it is beneficial for a farmer to be part of the aggregation only when the size

of the aggregation is below a certain threshold. Also, while certain effects are beneficial to

the market as a whole, other effects are hurtful due to higher market price and/or lower

production quantity.

The second chapter examines the price matching policy in the ocean freight industry.

Ocean freight continues to play the most significant role in supporting material flows along

global supply chains. In this industry, shippers (customers) can purchase freight services

either directly from a carrier (service provider) in advance or through a freight forwarder
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(spot market) just before the departure of an ocean liner. To entice shippers to book di-

rectly from the carrier, we develop a new variant of basic price matching policy, so called

”fractional price matching” where the carrier refund only a ”fraction” of the price difference.

By modeling the dynamics between the carrier and the shippers as a Stackelberg game, we

show that the carrier can use the fractional price matching contract to generate a higher

demand from the shippers by increasing the fraction in equilibrium. Also, there are multiple

optimal regular prices and the optimal fraction that possess the following property: if the

carrier increases the fraction, then the carrier should increase the regular price to compen-

sate for bearing additional risk. More importantly, we find that the optimal fractional price

matching contract is revenue neutral in the sense that it enables the carrier to obtain the

same expected revenue as before (when there was no price matching). This result implies

that the carrier can develop a menu of fractional price matching contracts that are revenue

neutral, and let the shipper to choose a specific contract as desired.
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CHAPTER 1

Introduction and Overview

This dissertation consists of two chapters. Each of the subsequent two chapters investigates

operations questions in diverse business environments. More specifically, Chapter 2 examines

the socially sustainable operations in the agricultural sector of emerging economies, and

Chapter 3 investigates the price matching policy in the ocean freight industry. Below I

overview each chapter and summarize the implications.

Chapter 2 is motivated by growing interest in socially responsible operations in emerging

economies. In emerging markets, the agricultural sector accounts for a significant portion

of economic activities even though most farmers are trapped in the poverty cycle owing

to their smallholdings. As a way to alleviate poverty among these farmers in emerging

economies, government agencies, NGOs, social enterprises, and private companies are ag-

gregating farmers to establish formal or informal cooperatives (coops) as well as self-help

groups. Aggregating farmers through formal or informal cooperatives (coops) can enable

them to: (1) reduce production cost; (2) increase/stabilize process yield; (3) increase brand

awareness; (4) eliminate unnecessary intermediaries; and (5) eliminate price uncertainty. To

examine whether these effects will benefit the members of such aggregation when they com-

pete with other individual farmers, we present separate models to capture the essence of

these five effects.

Our analysis shows that the five effects can have different impacts on the market as a

whole and on the equilibrium size of the aggregation under open or exclusive membership.

In particular, our analysis of the equilibrium size of the aggregation explains why not all

farmers join the aggregation in practice even when each of the above effects is beneficial to
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aggregation members. This research contributes to the nascent literature on social enterprise

or social business, whereby for-profit or not-for-profit organizations seek to aggregate micro-

entrepreneurs (e.g., smallholder farmers) so as to help alleviate poverty. Even though we

analyze separate models to isolate the impact of each effect, our models can serve as building

blocks for analyzing the case when multiple effects are present simultaneously in a single

aggregation.

In Chapter 3, we investigates the pricing issues in ocean freight industry. Even though

ocean freight continues to play the most significant role in supporting material flows along

global supply chains, very little literature has addressed sea logistics while air and land

logistics have been studies extensively. More specifically, the pricing and contracting issues

arising from the ocean transportation industry in a B2B environment are not well understood,

unlike the commercial airline industry that has a well-established system to deal with issues

such as dynamic pricing, over-booking, etc. There are two major players in the ocean freight

industry, where shippers (customers) can purchase freight services either directly from a

carrier (service provider) in advance or through a freight forwarder (spot market) just before

the departure of an ocean liner. To entice shippers to book directly from the carrier, we

examine a situation when a carrier offers a fractional price matching contract that can be

described as follows: the shipper pays a regular freight price in advance. However, the

shipper will get a refund only if the realized spot price is below the regular price, where the

refund is based on a fraction of the difference between the regular price and the spot price.

We model the dynamics between the carrier and the shippers as a Stackelberg game

in which the carrier acts as the leader who sets the fractional price matching policy, and

the shippers are the followers who decide whether to book with the carrier in advance. By

anticipating the booking behavior of the shippers, we determine the optimal fractional pricing

matching policy for the carrier. Our analysis enables us to draw the following conclusions.

First, we show that the carrier can use the fractional price matching contract to generate a

higher demand from the shippers by increasing the fraction in equilibrium. Second, there are

multiple optimal regular prices and the optimal fraction. However, the optimal fractional

2
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price matching contract exhibits the following property: if the carrier offers a higher fraction,

then the carrier should increase the regular price to compensate for bearing additional risk.

Third, we find that the optimal fractional price matching contract is revenue neutral in

the sense that it enables the carrier to obtain the same expected revenue as before (when

there was no price matching). This result implies that the carrier can develop a menu of

fractional price matching contracts that are revenue neutral and let the shipper to choose a

specific contract as desired. Finally, we show that our results continue to hold when certain

assumptions are relaxed.

3
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CHAPTER 2

Aggregating Smallholder Farmers for Alleviating

Poverty in Emerging Economies

2.1 Introduction

In emerging markets, the agricultural sector accounts for a significant portion of economic

activities. For example, in India, this sector accounts for 50% of the workforce and for 17% of

its GDP. Despite fast economic growth, most farmers in India and other emerging economies

such as Brazil or China remain poor partly due to the fact that most farmers own less than

2 hectares of land. According to the World Bank, over 660 million people in rural areas

earned less than US$2 per day in 2011. As stated in the “India Country Overview 2008”

report issued by the World Bank (http://www.worldbank.org.in), there is a concern over

current agricultural practices that are neither economically nor environmentally sustainable.

Specifically, India’s yields for many agricultural commodities are low, partly because farmers

have limited access to advanced farming practice, reliable market information, and efficient

sales channels, not to mention other obstacles such as access to credits, loans, water and

electricity.1

As a way to alleviate poverty among farmers in emerging economies, government agencies,

NGOs, social enterprises, and private companies are aggregating farmers to establish formal

or informal cooperatives (coops) as well as self-help groups. For example, in India, the Na-

1Recently, [DGM12] examine a water distribution problem arising from inefficient surface water allocations
among farmers that yield sub-optimal productivity. To overcome this inefficiency that is caused by the natural
flow of water that goes through primary farms first and secondary farms second, they propose different
mechanisms (internal payment, water guarantee, and reward) that help both primary and secondary farms
to achieve socially-optimal water allocation.

4
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tional Co-operative Development Corporation (NCDC), established in 1963, is a statutory

Corporation under the Ministry of Agriculture. NCDC helps (formal or informal) coop-

eratives to create common infrastructural facilities and other income-generating assets to

alleviate poverty in rural areas. Amul (www.amul.com), the largest food brand in India and

the world’s largest pouched milk brand with annual revenue of US $2.2 billion, is a coopera-

tive. Private initiatives such as those of ITC’s e-Choupal in India (www.itcportal.com) and

Walmart’s Direct Farm program in China (http://www.wal-martchina.com) are the other

examples of aggregating smallholder farmers. Self-help groups are other forms of aggrega-

tion; e.g., the Sadhu Chaithanya Self Help Group in Kerala (India) conducts training for

illiterate women from the farming communities in vegetable cultivation, mushroom cultiva-

tion, fisheries, plant propagation, bee keeping, etc. so that these women can improve their

earnings (http://www.hindu.com/seta/2009/03/05/stories/2009030550161500.htm).

A notable aggregation takes the form of a formal cooperative. The modern cooperative

began in Europe in the late 19th century as a mechanism to help farmers to alleviate poverty

([Hoy89]). An agricultural cooperative is an association that is managed by its farmer mem-

bers who cooperate with other coop members to generate economic benefit for its members.

According to the national council of farmer cooperatives (www.ncfc.org), there are over 3000

cooperatives with over 2 million farmers in the United States.

Aggregations of farmers focus on providing different benefits to their members, including:

(1) helping members to reduce their cost by consolidating their purchase of seeds, fertilizers,

and farm machinery; and (2) helping members to market their crops by creating brand

awareness. While aggregations of farmers can potentially provide these benefits, the net effect

is unclear because “aggregation members” (i.e., farmers who are part of the aggregation) and

other “individual farmers” (i.e., farmers who are not part of the aggregation) do compete

in the commodity market. For example, while aggregation members enjoy lower production

costs, their selling price may become lower if competition from “other individual farmers”

drives them to produce more. Consequently, their profit may end up lower even though

their production costs are lower. This observation has motivated us to develop analytical
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models to examine the impact of an aggregation of farmers on the production quantities of

its members and other individual farmers, as well as its impact on the market in terms of

selling price and total production quantity.

In Chapter 2, we consider a situation in which multiple farmers produce a common

crop (e.g., corn, wheat, etc.). Because the farmers produce the same crop, we shall assume

that they engage in Cournot competition (i.e., the farmers compete on outputs) so that the

realized unit price for the farmer’s crop is a decreasing function of the total amount produced

by all farmers. We shall examine a situation in which there is one aggregation (which may

be organized as an informal self-help group or a formal cooperative organized by a private

company, a government agency or an NGO), and the membership of the aggregation is either

“open” (under which each farmer is free to join) or “exclusive” (under which the admission

of a new member is subject to the consent of existing members of the aggregation). The

aggregation can create five different effects to alleviate poverty (Refer to Figure 2.1):

1. Lower cost. Each member of the aggregation can reduce his marginal production cost

via: 1) aggregate purchase of raw material; 2) aggregate process by sharing facilities;

or 3) aggregate investment in farming equipment and learning new farming techniques.

2. Stable process yield. The aggregation can facilitate mutual learning and idea exchanges

for its members to reduce the uncertainty of their output quantities.

3. Stronger brand. By selling products under one brand, aggregation members can col-

laborate on their marketing and develop better brand awareness so as to increase the

demand for their products.

4. Shorter supply chain. The aggregation can increase their selling price by eliminating

channel inefficiency (e.g., by selling through a direct channel to the market).

5. Exclusive direct sales with a guaranteed selling price. When the market price is un-

certain, the aggregation can utilize its scale to create an option by selling directly to a

6
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firm that offers a guaranteed selling price (ex-ante). However, individual farmers who

are not part of the aggregation can only sell to the market at uncertain price.

We examine each of these five effects by analyzing separate models so as to isolate the

impact of each effect. Our analysis demonstrates the following results for each of the afore-

mentioned effects:

1. Lower cost. The aggregation is beneficial to the market by reducing price and increasing

total quantity. Under open membership, all farmers will join the aggregation. However,

under exclusive membership, not all farmers will join the aggregation.

2. Stable process yield. As the uncertainty of the total output of the aggregation is

reduced, the aggregation is beneficial to the market by reducing price and increasing

total quantity. Under open membership, all farmers will join the aggregation. However,

under exclusive membership, not all farmers will join the aggregation.

3. Stronger brand. The aggregation is beneficial to the market by increasing total quan-

tity. However, improved brand awareness of the aggregation enables the aggregation to

charge a higher price than other individual farmers. Under open membership, all farm-

ers will join the aggregation. However, under exclusive membership, not all farmers

will join the aggregation.

4. Shorter supply chain. The aggregation does not affect the market in terms of its price

and total quantity. Under open membership, not all farmers will join the aggrega-

tion. However, under exclusive membership, once a farmer joined a partnership with

downstream partner(s) to shorten his supply chain, he will block all potential farmers

joining this partnership.

5. Exclusive direct sales with a guaranteed selling price. The price of the aggregation

members is higher than the expected price of other individual farmers only when the

demand volatility is sufficiently small. Under either open or exclusive membership, not

all farmers will join the aggregation.

7
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As shown above, the five effects can have different impacts on the market as a whole and

on the equilibrium size of the aggregation under open or exclusive membership. In partic-

ular, our analysis of the equilibrium size of the aggregation explains why not all farmers

join the aggregation in practice even when each of the above effects is beneficial to aggre-

gation members. This research contributes to the nascent literature on social enterprise or

social business, whereby for-profit or not-for-profit organizations seek to aggregate micro-

entrepreneurs (e.g., smallholder farmers) so as to help alleviate poverty. Even though we

analyze separate models to isolate the impact of each effect, our models can serve as build-

ing blocks for analyzing the case when multiple effects are present simultaneously in a single

aggregation. However, we defer the analysis of various ‘combined effects’ to future research.

The rest of chapter is organized as follows. We provide a brief literature review in Section

2.2. Then from Section 2.3 to Section 2.7, we provide a number of practical examples of

different aggregations with specific focus, and we present five different models to examine the

impact of the five aforementioned operational effects on the following factors: (1) the equi-

librium outcomes (production quantity and profit) associated with the aggregation members

and other individual farmers; (2) the market price and the total output in equilibrium; (3)

the size of the aggregation in equilibrium. The conclusion is provided in in Section 2.8.

2.2 Literature Review

Our research seeks to contribute to the recent literature on social enterprises. Underlying

our study is the research stream in economics that investigates cooperative behavior in

a competitive market especially in the context of multiple firms engage in joint research

projects. For example, [DJ88], [Cho93], and [KMZ92] generally assume that, while firms

engage in Cournot competition, they also cooperate in conducting joint R&D projects for cost

reduction. [DJ88] and [Cho93] assume multi-stage decision mechanisms in duopolies where

R&D competition is followed by a product market competition under Cournot assumptions.

[KMZ92] extend this model to the oligopoly case. Further, there are studies investigating the

8
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equilibrium membership size of research consortia (e.g., [Kat86], [Poy95], [DW97]), which

are analogous to our analysis of finding the size of the aggregation in equilibrium. While

our objectives are similar to this stream of research, our context is different. Specifically, we

consider five different operational effects of aggregating smallholder farmers, and we provide

different managerial insights about aggregating smallholder farmers for alleviating poverty

in emerging economies.

Because the five different effects of an aggregation stated in Section 2.1 have operational

impacts on the production of farmers, our research is related to the literature in operations

management which specifically investigates firms’ strategic production decisions with coop-

eration in a competitive market. [SR86] investigate cooperative behavior among oligopolistic

firms that supply a homogeneous product. By using cooperative game theory, they use sev-

eral alternative characteristic functions under Shapley value to examine whether the firm

would choose to remain separate or form a grand coalition (i.e., all firms join the coop).

When each producer faces a linear production problem, [Gra86] studies a cooperative game

where producers can share their resources, and centralize their production. By extending

the model examined by [Gra86], [FFG05] analyze a cooperative game where producers can

centralize their production, but cannot share their resources. While this stream of research

focuses on the conditions under which all farmers will form a grand coalition using cooper-

ative game theory, we employ a non-cooperative game model in order to analyze practical

situations in which not all farmers join an aggregation so that aggregation members and

other individual farmers compete (non-cooperatively) in the market. We show that some

but not all firms may join an aggregation (i.e., partial coalition) in equilibrium even under

open membership.

As interests in socially responsible business grow, various researchers have identified dif-

ferent dimensions of value creation in social enterprises ([LAS10], [ST11], [SBY12]). [SBY12]

study how value gets created when social enterprises or for-profit companies collaborate with

the poor (e.g., farmers). For example, [ST12] develop stylized models to examine various

operational mechanisms (e.g., last mile delivery, info-mediation) of social enterprises analyti-
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cally. [CSS12] investigate an India-based company, ITC which operates the “e-Choupals pro-

gram” under which farmers can access valuable information such as price updating, weather

forecast, and the best practice. They investigate ITC’s incentive for providing such informa-

tion. Besides offering information about the price of crops in local and wholesale markets

through their e-Choupals program, ITC also offers farmers the option to sell their crops

directly to ITC for a pre-specified price ([DAS11]). Although this stream of research has ad-

dressed different value-creation mechanisms of social enterprises in emerging economies, we

analyze five other value-creation mechanisms through aggregation that are commonly used

to create value for smallholder farmers. Because the impact of the effects of an aggregation

(as stated in the Section 2.1) remains unclear especially when farmers are operating in a

competitive environment, we are interested in examining the impact of these effects on the

equilibrium outcomes of aggregation members, other individual farmers, and the market.

2.3 Focusing on cost reduction

Throughout Chapter 2, we consider a situation in which n symmetric (identical) smallholder

farmers who produce a common crop (e.g., corn, wheat, etc.).2 Because the farmers produce

the same crop, we shall assume that they engage in Cournot competition (i.e., the farmers

compete on outputs). Therefore, the realized unit price for the farmers’ crop p can be

expressed as p = a − kQ, where Q is the total amount produced by all n farmers. We

examine a situation in which there is one aggregation (which may be organized as a self-

help group or organized as a formal or informal coop by a government agency, an NGO, a

social enterprise, or a private company),3 and the aggregation membership is either “open”

(under which each farmer is free to join) or “exclusive” (under which the admission of a

2Because we consider the case of poor and small farmers in developing countries, it is reasonable to assume
that every farmer has the similar scale of operations.

3In practice, farmers decide to join an existing aggregation that has been initiated by a government or
an NGO. Therefore, each farmer knows how many aggregations or groups exist in the market, and decides
whether to join an aggregation or not. Hence in our model, we assume that the number of aggregations in
the market is given exogenously. Specifically, we consider the case in which there exists only one aggregation
with s members and n−s individual farmers who are not part of the aggregation. This enables us to analyze
the problem in closed-form solutions, and to allow us to compare equilibrium outcomes clearly.

10
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new member is subject to the consent of existing aggregation members). Both types of

membership admission mechanisms are commonly observed ([Blo01]). Figure 2.1 depicts

our model setup as described.

In this section, we examine the case when the aggregation focuses on reducing the

marginal production cost c. For example, consider the Chengalrayan coop sugar mills lo-

cated in the Tamil Nadu of India. [Kar12] reports that this coop reduces its production

cost by consolidating the purchase of fuel, oil, lubricants, and cane crushing equipment and

by improving the production efficiency of the sugar mill operations (e.g., preventive main-

tenance to reduce downtime, and production planning and scheduling to increase output).

In South Africa, agricultural coops have helped farmers to aggregate their purchase of seeds

and fertilizers so that the coop members can reduce their supply cost ([OK07]).

Specifically, we consider the case when the unit production cost is c
s

for each of the

s aggregation members.4 For any farmer i who belongs to the aggregation with s (≥ 1)

members and produces qi units, his profit can be written as:5

πi(s) = (p− c

s
)qi = [(a− kQ)− c

s
]qi for i = 1, 2, ..., s. (2.1)

Also, for any individual farmer j who is not part of the aggregation, his profit is:

πj(s) = (p− c)qj = [(a− kQ)− c]qj for j = s+ 1, s+ 2, ..., n. (2.2)

Throughout Chapter 2, we reserve the subscript i to denote an aggregation member and j

to denote an individual farmer who is not part of the aggregation, respectively.

4We obtain similar structural results when the unit production cost is [cmin + c
s ], [c− δ(s− 1)] or [c/δs]

where δ > 0.
5When s = 1, there is only one member in the aggregation. Relative to other non-aggregation individual

members, a single-member aggregation does not have any cost advantage in this setting. However, when
we examine other effects (e.g., shortening the supply chain in Section 2.6), a single-member aggregation
has an advantage over other non-aggregation members because this single-member aggregation can get a
benefit from forming partnership with channel partners. Also, in many instances, there is an “admission
fee” for a farmer joining an aggregation. This admission fee is intended to cover the upfront costs (e.g.,
initial investments, cost of financing, cost of coordination among aggregation members) for establishing an
aggregation. To ease our exposition, we assume there is no admission fee for a farmer to join an aggregation.
However, our model can be easily extended to the case when there is an admission fee. In Appendix 2.1, we
illustrate how our model (for the cost reduction case) can be extended to the case when an admission fee is
required for a farmer to join an aggregation.

11
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By considering the first-order condition associated with (2.1) and (2.2), we establish the

following result:

Proposition 1 Suppose there is an aggregation with s members that focuses on cost reduc-

tion. Then for each aggregation member i, his output in equilibrium is:

q∗i =
a+ nc− (s− 1)c

k(n+ 1)
− c

ks
for i = 1, 2, ..., s, (2.3)

where q∗i is increasing in s if and only if s <
√
n+ 1. For each individual farmer j, his

output in equilibrium is:

q∗j =
a+ nc− (s− 1)c

k(n+ 1)
− c

k
for j = s+ 1, s+ 2, ..., n, (2.4)

where q∗j is decreasing in s. Moreover, q∗i −q∗j = c
k
(1− 1

s
) ≥ 0 and πi(s) ≥ πj(s) in equilibrium

for any given s ≥ 1.

Proof All formal proofs are provided in Appendix 2.2.

Because each aggregation member enjoys a lower unit production cost, Proposition 1 suggests

that each aggregation member i will always produce more than an individual farmer j in

equilibrium.

Now, let us examine the impact of the aggregation on the market as a whole. By noting

that the total output in equilibrium Q∗ = sq∗i +(n−s)q∗j and the market price in equilibrium

p∗ = a − kQ∗, it is easy to check from (2.3) and (2.4) that Q∗ = n(a−c)+(s−1)c
k(n+1)

and p∗ =

a+nc−(s−1)c
n+1

, where Q∗ is increasing in s and p∗ is decreasing in s. Therefore, we can conclude

that, the market as a whole can benefit from the existence of an aggregation due to lower

market price p∗ and higher total quantity Q∗.

Finally, let us examine the size of the aggregation in equilibrium. As one would expect,

Proposition 1 implies that πi(s) ≥ πj(s) so that an aggregation member i will always earn

a higher profit than an individual farmer j. Consequently, if the admission is left to the

farmers (i.e., under open membership), then all n farmers will join the aggregation so that

the equilibrium aggregation size is equal to n. However, if the admission process requires the

12
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approval of existing aggregation members (i.e., under exclusive membership), then existing

members would admit a new member only if this new member will improve the profit of the

existing members. To determine the equilibrium size of the aggregation which maximizes

the aggregation member’s profit under exclusive membership, we can utilize Q∗ and q∗i given

in Proposition 1 to check that the equilibrium size of an aggregation (i.e., aggregation size

s that maximizes πi(s) = k(q∗i )
2) is s∗ =

√
n+ 1. This result suggests that, under exclusive

membership, the equilibrium aggregation size s∗ =
√
n+ 1 (< n). This result explains why

various aggregations (such as coops) in practice do not include all farmers in their local

communities.

2.4 Focusing on process yield improvement

When farmer’s crop is subject to random yield, aggregations (or coops) can enable farmers

to improve or stabilize their process yield. For example, the Agricultural Cooperatives for

Ethiopia (ACE) program has fostered the development of cooperative farms in Ethiopia.

Through the ACE program, coop members can learn the best farming skills to improve their

process yield ([DA05]). Founded in 1984, the Kilimanjaro Native Coop Union (KNCU) is

the Africa’s oldest coop that serves 60,000 coffee farmer members who grow coffee on the

slopes of Kilimanjaro (www.kncutanzania.com). The core function of this coop is to help

farmers to improve their process yield of the highest quality coffee.

Traditionally, by processing qj units, an individual farmer j’s actual output is oj = zjqj,

where zj is the process yield of farmer j that has E(zj) = µ and V ar(zj) = σ2. With the

establishment of an aggregation with s members, an aggregation farmer i who processes qi

units will obtain an output, oi = yiqi, where E(yi) = µs and V ar(yi) = σ2
s . Hence, the

“total actual output” from all n farmers is equal to: O =
∑s
i=1yiqi +

∑n
j=s+1 zjqj (Here, we

use O (instead of the deterministic variable Q) to denote the total quantity as a way to

highlight the fact that O is a random variable). To capture the benefit of improved yield for

aggregation members, we shall assume that µs ≥ µ and σ2
s ≤ σ2, where µs = µ and σ2

s = σ2

13
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when s = 1. For ease of our exposition, we shall assume the process yields are independent;

i.e., yi’s are independent; the zj’s are independent; and yi’s and zj’s are independent. Even

though the process yield of different farmers within the same region may be correlated due

to regional climate, we shall assume independent process yields for tractability.

When the total actual output of all n farmers is equal to O, the market selling price of

the crop is equal to (a − kO). By noting that each aggregation member i can generate an

output of oi units by processing qi units, we can express the expected profit πi(s) for each

aggregation member i (= 1, ..., s) as:

πi(s) = E{(a− kO)oi − cqi}.

Similarly, we can express the expected profit πj(s) for each individual farmer j (= s+1, ..., n)

who does not belong to the aggregation as:

πj(s) = E{(a− kO)oj − cqj}.

By using E(yi) = µs and V ar(yi) = σ2
s for i = 1, ..., s, and E(zj) = µ and V ar(zj) = σ2 for

j = s+ 1, ..., n, we can show that the first-order condition for each farmer can be expressed

as follows:

∂πi
∂qi

= aµs − c− 2kqiσ
2
s − kqiµ2

s − kµ2
s

∑
l=1...,s ql − kµsµ

∑
l=s+1,...,n ql = 0 for all i; (2.5)

∂πj
∂qj

= aµ− c− 2kqjσ
2 − kqjµ2 − kµ2∑

l=s+1,...,n ql − kµsµ
∑
l=1...,s ql = 0 for all j. (2.6)

The above equations enable us to establish the following relationship between (q∗i ) and (q∗j )

in equilibrium:
(2σ2

s + µ2
s)

µs
q∗i −

(2σ2 + µ2)

µ
q∗j =

c

k

(
1

µ
− 1

µs

)
≥ 0. (2.7)

Also, by solving (2.5) and (2.6), we get:

q∗i = (aµs−c)(2σ2+(n−s+1)µ2)−(aµ−c)µsµ(n−s)
k{(2σ2

s+(s+1)µ2s)(2σ
2+(n−s+1)µ2)−s(n−s)(µsµ)2} for i = 1, ..., s (2.8)

q∗j = (2σ
2
s+µ

2
s

2σ2+µ2
) µ
µs
q∗i −

c(1− µ
µs

)

k(2σ2+µ2)
for j = s+ 1, ..., n. (2.9)

By examining (2.7), (2.8) and (2.9), we obtain the following result:

14
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Lemma 1 Suppose there is an aggregation with s members that focuses on process yield

improvement. Then the following is true in equilibrium:

(a) The process quantity of each aggregation member, q∗i , is decreasing in σ2
s , whereas the

process quantity of each individual farmer, q∗j , is increasing in σ2
s .

(b) When (2σ2
s+µ

2
s)

µs
< (2σ2+µ2)

µ
, each aggregation member i will process more than an individual

farmer j in equilibrium (i.e., q∗i > q∗j ).

(c) When the aggregation can help its members to reduce the variance of the process yield only

so that µs = µ but σ2
s < σ2, each aggregation member i will process more than an individual

farmer j in equilibrium (i.e., q∗i > q∗j ).

Lemma 1 reveals that, when an aggregation enables its aggregation members to gain a

competitive edge through a lower variance in process yield, aggregation members can afford

to process more as σ2
s decreases in equilibrium. However, to avoid further reduction in the

market price, other individual farmers will process less in equilibrium.

Due to the complexity of (2.8) and (2.9), let us consider a specific functional form of µs

and σ2
s so that we can generate additional insights. To illustrate, consider the case when the

aggregation can only reduce the variance of the process yield. Specifically, we set µs = µ = 1

and 2σ2
s = β

s
−1 so that σ2

s is convex-decreasing in s, where β (≥ s) captures the uncertainty

level of production yield.6 By substituting µs = µ = 1 and 2σ2
s = β

s
− 1, and 2σ2 = β − 1

into (2.8) and (2.9), we get:

q∗i = s(a−c)
k(β+s2−s+n) (2.10)

q∗j = (a−c)
k(β+s2−s+n) (2.11)

Also, it is easy to check that the expected total output O∗ = sµsq
∗
i +(n−s)µq∗j = (a−c)(s2−s+n)

k(β+s2−s+n) .

From (2.10) and (2.11), we note that q∗i ≥ q∗j for s ≥ 1, which verifies Lemma 1 (c).

6We assume that β is sufficiently small so that we avoid the case of negative yield, i.e., Prob(yi < 0) ≈ 0
for all i and Prob(zj < 0) ≈ 0 for all j.

15



www.manaraa.com

Next, let us examine the impact of the aggregation on the market as a whole. By noting

that the total expected output in equilibrium is O∗ = sµsq
∗
i + (n− s)µq∗j = (a−c)(s2−s+n)

k(β+s2−s+n) and

the expected market selling price is p∗ = a− kO∗ = a− (a−c)(s2−s+n)
(β+s2−s+n) , it is easy to check the

following:

Corollary 1 Suppose there is an aggregation with s members that focuses on reducing the

variance of the process yield so that µs = 1 and 2σ2
s = β

s
− 1. Then the total expected output

in equilibrium O∗ is increasing in s, while the expected market price in equilibrium p∗ is

decreasing in s.

Corollary 1 reveals that, when an aggregation focuses on reducing the variance of yield, the

market can benefit from the existence of an aggregation in terms of higher production and

lower price. Furthermore, Corollary 1 shows that the total expected output O∗ increases

as the aggregation size s increases. This result is intuitive because, as the aggregation

size s increases, the variance of the process yields for the aggregation members decreases.

Consequently, the total expected output of the aggregation members sE(yiqi) increases in

the aggregation size s. In response to this increase in process quantity of the aggregation

members, other individual farmers will process less to avoid further reduction in the market

price. Essentially, one can check from (2.10) and (2.11) that the increase in the total expected

output of the aggregation members sE(yiqi) dominates the decrease in the total expected

output of other individual farmers (n−s)E(zjqj), resulting in an increase of the total expected

output when the aggregation size s increases.

Finally, let us examine the size of the aggregation in equilibrium. By substituting the

equilibrium outputs q∗i , q
∗
j ,O

∗ into the profit function πi(s) and πj(s), we get:

Corollary 2 When µs = 1 and 2σ2
s = β

s
− 1, the following results hold:

(a) When the aggregation membership is open, each farmer is always better off joining the

aggregation in the equilibrium (i.e., πi(s) > πj(s) for s ≥ 1). Hence, the equilibrium aggre-

gation size is equal to n.
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(b) When the aggregation membership is exclusive, a farmer can be admitted to the aggregation

only when the aggregation size is less than 1
6
{1 +

√
1 + 12(n+ β)}. Hence, the equilibrium

aggregation size s∗ = 1
6
{1 +

√
1 + 12(n+ β)}.

Corollary 2 reveals that all n farmers will join the aggregation under open membership.

Under exclusive membership, the equilibrium aggregation size s∗ is increasing in the degree

of yield uncertainty β.

2.5 Focusing on improving brand awareness

An aggregation can help its members to increase demand by creating brand awareness

(e.g., launching promotion campaign using “cause marketing”). For example, Lijjat Pa-

pad (www.lijjat.com) of Mumbai founded in 1959 is a coop that focuses on helping women

to overcome hardship. This coop manufactures and sells various products including Papad,

Appalam, and Masala. Because many people are aware of the mission of Lijjat Papad, its

brand is well-recognized throughout India. Besides Lijjat Papad, Amul is another successful

coop founded in 1946 in India (www.amul.com). Not only are Amul is the largest dairy

coop in India, it has promoted its brands in USA, Australia, China, Singapore and Hong

Kong. Finally, in the developed economies, Fonterra of New Zealand (www.fonterra.com) is

the largest dairy coop with 10, 500 members producing 30% of the world’s dairy products.

To model consumer brand awareness of the aggregation, we consider the case when the

consumer base of the products produced by the aggregation with s members is equal to a(s),

where a(s) is increasing for s ≥ 1 (For notational convenience, we define a(1) = a). Each

farmer i who belongs to the aggregation with s members produces qi, and will obtain a unit

price pi = a(s)−kQ for i = 1, 2, ..., s, where Q is the total amount produced by all n farmers.

Hence, the profit of each aggregation member i can be written as:

πi = {a(s)− kQ− c}qi for i = 1, 2, ..., s. (2.12)

Similarly, any individual farmer j produces qj will obtain a unit price pj = a − kQ for
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j = s+ 1, s+ 2, ..., n, so that his profit is:

πj = {a− kQ− c}qj for j = s+ 1, s+ 2, ..., n. (2.13)

By considering the first-order conditions associated with (2.12) and (2.13), we establish

the following result:

Proposition 2 Suppose there is an aggregation with s members that improves brand aware-

ness. Then the production quantity of each aggregation member i in equilibrium satisfies:

q∗i =
(n− s+ 1)(a(s)− a) + a− c

k(n+ 1)
for i = 1, 2, ..., s, (2.14)

where q∗i is increasing in s if and only if ∂a(s)
∂s

> a(s)−a
n−s+1

. Also, the production quantity of each

individual farmer j in equilibrium satisfies:

q∗j =
s(a− a(s)) + a− c

k(n+ 1)
for j = s+ 1, s+ 2, ..., n, (2.15)

where q∗j is decreasing in s. Moreover, q∗i ≥ q∗j and πi(s) ≥ πj(s) in equilibrium for any given

s ≥ 1

Because each aggregation member enjoys a higher selling price by increasing brand awareness,

Proposition 2 suggests that each aggregation member i will always produce more and earn

larger profit than an individual farmer j in equilibrium.

Now, let us examine the impact of the aggregation on the market as a whole. In equi-

librium, the total output is Q∗ = sq∗i + (n − s)q∗j , and the market price for an aggregation

member i is p∗i = a(s)−kQ∗, and the market price for an individual farmer j is p∗j = a−kQ∗.

By substituting q∗i and q∗j into these results, we show that the total output in equilibrium

is Q∗ = s(a(s)−a)+n(a−c)
k(n+1)

, which is increasing in s. Also, the market price for an aggregation

member p∗i = (n−s+1)(a(s)−a)+a(n+1)−n(a−c)
n+1

is increasing in s if and only if a(s) is increas-

ing fast enough; i.e., ∂a(s)
∂s

> a(s)−a
n−s+1

; however, the market price for an individual farmer

p∗j = a+nc−s(a(s)−a)
n+1

is decreasing in s. Moreover, p∗i ≥ p∗j for s ≥ 1. This result reveals that

the market as a whole can benefit from the existence of an aggregation in terms of higher
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quantity. However, in terms of market price, the result is mixed. Specifically, the impact of

the aggregation on the member’s selling price p∗i is non-monotonic, while individual farmer’s

selling price p∗j is monotonically decreasing in s. Hence, when the aggregation increases its

brand awareness, the market price of the product produced by the aggregation members can

be higher. However, due to market competition, the market price of the product produced

by other individual farmers is actually lower.

Finally, let us examine the size of the aggregation in equilibrium. Proposition 2 reveals

that, when the admission option is available to all farmers (i.e., under open membership), it

is beneficial for all farmers to join the aggregation so that the equilibrium aggregation size

is equal to n. However, under the exclusive membership, we can determine the equilibrium

size of the aggregation s∗ by maximizing an aggregation member’s profit πi(s). From (2.14)

and (2.15), we can conclude the following:

Corollary 3 Suppose there is an aggregation with s members that improves brand awareness.

Then under exclusive membership, the equilibrium aggregation size s∗ satisfies ∂a(s)
∂s

∣∣∣
s=s∗

=

a(s∗)−a
n−s∗+1

To illustrate, let us examine the case when a(s) is concave-increasing in s to reflect the case

when the marginal benefit in brand awareness from adding a new member to the aggregation

decreases as the aggregation size increases. The same analysis can be used to analyze the case

when a(s) is convex-increasing to capture the potential “network effect” (i.e., the consumer

base grows exponentially as the size of the aggregation grows). By applying Corollary 3

for the case when a(s) = a
√
s, the equilibrium aggregation size satisfies: s∗ = 1

9
(3n + 5 −

2
√

3n+ 4). Clearly, s∗ is increasing in n. This is consistent with the results presented in

Section 2.3 and 2.4 for the aggregation that reduces marginal cost and yield uncertainty,

respectively.
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2.6 Focusing on improving selling prices using direct channel

We now examine a situation in which an aggregation that helps members to increase their

selling price through a direct channel that is often run by a social enterprise. Consider the

coconut farmers in the Philippines who usually sell their coconut products through many

intermediaries and get only a small fraction of the final market selling price for their crop.

Because these farmers do not have the requisite knowledge, experience or resources to sell

direct, the best alternative is to sell through a social enterprise by eliminating all other non-

value added middlemen so that the farmers can get a higher price. For example, a for-profit

social enterprise Coconut World is a distributor/retailer who buys coconut sugar (and other

coconut products) directly from farmers in the Philippines and sells directly to retailers in

the US. By shortening the supply chain, the farmers get a higher selling price ([CHT10]).

Besides social enterprises, retail giants such as Walmart, Carrefour and Metro have various

initiatives that are intended to cut the middlemen so that farmers can sell their produce at a

higher price. For example, Walmart launched its Direct Farm program in China under which

Walmart purchases the crops directly from farmers.7 By cutting the middlemen, farmers can

obtain a higher price and Walmart can reduce their cost and improve the freshness of the

produce.

While it is clear that the farmers should get a higher selling price when all farmers are

selling in a supply chain through one distributor (e.g., a social enterprise), it is not clear if

this is the case when there are two competing supply chains operating in the same market:

one supply chain has s aggregation members selling through one distributor, and a competing

supply chain has (n− s) individual farmers selling through a supply chain with m layers of

middlemen. To ease our exposition, we shall consider the case when m = 2.8

Consider two competing supply chains. In the first supply chain, there is an aggregation

of s (≥ 1) farmers who first sets its unit price r, and then sells its crop directly to a single

7Since the launch of Walmart’s Direct Farm program in 2007, over 700,000 farmers have participated in
2010 (See www.wal-martchina.com for details).

8One can consider the case where m > 2 but this complicates the analysis significantly without providing
additional insight.
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social enterprise. Given the unit price r, the social enterprise determines the quantity qi to

be purchased from each aggregation member i so that sqi will be sold in the market by the

first supply chain. In the second supply chain, there are (n− s) individual farmers who set

their unit price w1 and sell their crop to Intermediary 1. Given w1, Intermediary 1 sets it

unit price w2 and sells the crop to Intermediary 2. Given the unit price w2, Intermediary 2

determines (n − s)qj, the total amount to be purchased from Intermediary 1, which is the

amount to be sold in the market by the second supply chain. As the social enterprise and

intermediary 2 engage in Cournot competition, the market price is equal to p = a − bQ,

where Q = sqi + (n − s)qj represents the total quantity available for sales in the market.

Figure 2.2 depicts the two competing supply chain as described.

We now analyze these two supply chains using backward induction. First, we analyze the

equilibrium outcomes of the social enterprise and intermediary 2 for any given selling prices

set by the farmers and intermediary 1; i.e., (r, w1, w2). Second, we determine the equilibrium

outcomes of intermediary 1 for any given selling prices set by the farmers, (r, w1). Third,

we analyze the equilibrium outcomes of the farmers (i.e., aggregation members and other

individual farmers).

To begin, for any given selling prices (r, w1, w2), it is easy to check from the model

description above that the social enterprise’s profit is equal to Π0 = (a − bQ − r)sqi and

intermediary 2’s profit is equal to Π2 = (a− bQ− w2)(n− s)qj, where Q = sqi + (n− s)qj.

By considering the derivative of Π0 with respect to qi and the derivative of Π2 with respect

to qj, the equilibrium outcomes satisfy:

q∗i = a−2r+w2

3bs
, q∗j = a−2w2+r

3b(n−s) , and Q
∗ = a−w2−r

3b
. (2.16)

Next, for any given selling prices set by the farmers (r, w1), intermediary 1’s profit is equal

to Π1 = (w2 − w1)[(n− s)q∗j ]. By using (2.16) and by considering the derivative of Π1 with

respect to w2, intermediary 1 will charge w∗2 in equilibrium, where:

w∗2 =
a+ r + 2w1

4
. (2.17)

Finally, we analyze the equilibrium outcomes of the aggregation members and individual
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farmers. For each of s aggregation members, her profit is equal to πi = (r−c)q∗i for i = 1, .., s.

Similarly, for each of those (n− s) individual farmers, his profit is equal to πj = (w1 − c)q∗j
for j = s + 1, .., n. By using (2.16) and (2.17), and by considering the derivative of πi with

respect to r and the derivative of πj with respect to w1, the prices in equilibrium satisfy:

r∗ = 11
27
a+ 16

27
c, and w∗1 = 19

54
a+ 35

54
c. (2.18)

By noting that r∗ − w∗1 = 3
54

(a − c) > 0 , we can conclude that, despite competition be-

tween two supply chains, aggregation members can always obtain a higher selling price by

shortening their supply chain.

To examine the impact of the aggregation on the market as a whole, one can use (2.16),

(2.17) and (2.18) to show that the amount to be sold by the social enterprise (i.e., the direct

channel) is equal to sq∗i = 1
3b

( 77
108
a − 77

108
c) and the amount to be sold by intermediary 2 is

equal to (n − s)q∗j = 1
3b

(19
54
a − 19

54
c), where both quantities are independent of the size of

the aggregation s in equilibrium. Consequently, the total output Q∗ = sq∗i + (n − s)q∗j =

s
3bs

( 77
108
a− 77

108
c) + (n−s)

3b(n−s)(
19
54
a− 19

54
c) = 1

3b
(115
108

)(a− c) and the market price p∗ = a− kQ∗ are

also independent of s. Therefore, when the aggregation sells through a direct channel, it has

no impact on the market because the total output and the market price in equilibrium are

independent of s.

Next, let us compare the profit in equilibrium of aggregation and other individual farmers.

By using (2.18) and retrieving the equilibrium outcomes by backward substitutions through

(2.16) and (2.17), we can conclude the following:

Proposition 3 Suppose there is an aggregation with s members that uses a direct channel

to sell. Then the followings are true in equilibrium:

(a) An aggregation member will produce more than an individual farmer if and only if s <

77
115
n ≈ 0.67n (i.e., q∗i > q∗j if and only if s < 0.67n); and

(b) An aggregation member will earn more than an individual farmer if and only if s < 0.7n

(i.e., πi(s) > πj(s) if and only if s < 0.7n).
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By recalling from above that r∗ > w∗1, one would expect the aggregation members will

produce less to support a higher selling price. However, as the aggregation size s increases,

it is easy to check from the above that each aggregation member would need to reduce

his quantity sold q∗i to avoid price erosion (i.e., q∗i = 1
3bs

( 77
108
a − 77

108
c) is decreasing in the

aggregation size s) and each individual farmer would respond by increasing his amount

sold q∗j = 1
3b(n−s)(

19
54
a − 19

54
c), which is increasing in the aggregation size s. This explains

Proposition 3 (a): an aggregation member would sell more than an individual farmer when

the aggregation size is sufficiently small.

Next, let us examine the size of the aggregation in equilibrium under open membership.

To begin, recall from (2.18) that the aggregation members can obtain a higher selling price

r∗ than other individual farmers w∗1; i.e., r∗ > w∗1, where r∗ and w∗1 are independent of s.

Also, recall from the above q∗i = 1
3bs

( 77
108
a− 77

108
c) is decreasing s, while q∗j = 1

3b(n−s)(
19
54
a− 19

54
c)

is increasing in s. These observations implies that the profit of each aggregation member

πi = (r∗− c)q∗i is decreasing in s, while the profit of each individual farmer πj = (w∗1− c)q∗j is

increasing in s. By comparing πi and πj, Proposition 3(b) reveals that joining the aggregation

is beneficial as long as s < 0.7n; i.e., πi(s) > πj(s) if and only if s < 0.7n. Hence, the

equilibrium aggregation size is equal to 0.7n. This result is in contrast to the results obtained

from the other models presented earlier in Section 2.3, 2.4, and 2.5 that all farmers will join

the aggregation under open membership. This result may help explaining why some farmers

do not join the aggregation in practice as observed by Coconut World ([CHT10]).

Under exclusive membership, the equilibrium aggregation size s∗ = 1 because the aggre-

gation member’s profit πi(s) = 1
3bs

( 77×11
27×108)(a− c)2 is decreasing in s. This suggests that only

one farmer would sell through the social enterprise by blocking the entry of other farmers.

Hence, we suggest that the aggregation focusing on improving selling prices using direct

channel should be operated under open membership so as to prevent that only one farmer

can enjoy the entire benefits of the aggregation alone under exclusive membership.
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2.7 Focusing on reducing selling price risks

We now examine a situation in which each farmer can either: (a) join an aggregation with s

members and sell directly to a risk-neutral firm that offers a guaranteed unit price pi = α−βqi

for i = 1, 2, ..., s where qi is the process quantity of an aggregation member i;9or (b) refuse

to join the aggregation and sell in the open market with uncertain unit price pj = a− bQ+ ε

for j = s + 1, s + 2, ..., n that depends on uncertain market condition ε, where ε thicksim

Normal(0, σ2) and Q =
∑n
l=s+1 ql.

10 This setting resembles the operations of the e-Choupal

initiative launched by ITC (www.itcportal.com) in 2000 that was intended to help soya

bean farmers in Madhya Pradesh to obtain a fair and stable selling price of their crops.11

Specifically, ITC works with villagers to select a trained representative who helps them to

access ITC’s web portal (via a kiosk) in order to learn of the commodity prices traded at

various mandis (open markets) in different locations in the previous day. At the same time,

ITC announces on its portal its offer to purchase the produce from the farmer at a fixed

price. This way, each farmer has two options: (a) sell to ITC according to the pre-announced

price ([ST12]), or (b) sell at the mandi at an uncertain market price in the next day.

Consider n identical risk-averse farmers that is commonly assumed in development eco-

nomics literature ([CC08]). For any wealth z, each farmer’s utility function U(z) = 1− e−ρz,

where ρ > 0. For each aggregation member i who produces and sells qi directly to the risk-

neutral firm at a pre-announced unit price pi = α−βqi, his profit is equal to πi = (α−βqi−c)qi

and his utility is equal to U(πi) = 1 − e−ρ[(α−βqi−c)qi], where i = 1, ..., s. In this case, maxi-

mizing the utility of an aggregation member is the same as maximizing CEi = (α−βqi−c)qi,
9When there is an aggregation at the upstream tier of the supply chain selling to risk-neutral firms at

the second tier, then we can obtain a linear demand function as shown in [CK01].
10Technically, a firm can purchase directly with a single farmer without any aggregation requirement.

However, in most instances, this firm is a large multi-national company who buys crops as basic ingredients
for their products. Due to the scale of its operations, the firm usually deals with the aggregation so that
the scale of the transaction is large enough to justify direct purchases. For example, under the “Creating
Shared Value” initiative, Nestle is committed to help poor farmers economically. They now buy coffee beans
directly from aggregation members in Ivory Coast under an exclusive arrangement at a guaranteed price.
The reader is referred to Lee et al. (2011) for details.

11By 2010, ITC’s e-Choupal initiative has empowered over 4 million farmers in 4000 villages located in 10
different states in India.
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where CEi is known as the “certainty equivalence”. By considering the first derivative, the

optimal production and sales quantity of each aggregation member i is q∗i = α−c
2β

and the opti-

mal CE∗i = (α−c)2
4β

, where i = 1, 2, ..., s. Next, for each individual farmer j(= s+1, s+2, ..., n)

who does not belong to the aggregation, farmer j will sell its crop in the open market with

uncertain market price. When the total amount to be sold in the open market is equal

to Q =
∑n
l=s+1 ql, the market price is equal to (a − bQ + ε). Farmer j′s profit is equal to

πj = (a− bQ+ ε− c)qj and his expected utility is equal to E(Uj) = 1−E(e−ρ[(a−bQ+ε−c)qj ]) =

1 − e−ρ[(a−bQ−c)qj− ρ2σ2(qj)
2]. The term CEj = (a − bQ − c)qj − ρ

2
σ2(qj)

2 is known as the cer-

tainty equivalence, and maximizing the expected utility E(Uj) is the same as maximizing

CEj. Hence, we focus on CEj. By considering the best response of each individual farmer,

we can determine the equilibrium quantity q∗j of each individual farmer j as q∗j = a−c
b(n−s+1)+ρσ2 .

By substituting q∗j into CEj, the equilibrium certainty equivalence CE∗j can be expressed

as: CE∗j = (ρ
2
σ2 + b)(q∗j )

2 = (ρ
2
σ2 + b)[ a−c

b(n−s+1)+ρσ2 ]2. We summarize the production quan-

tities and the certainty equivalences in equilibrium for the aggregation members and other

individual farmers in Table 2.1.

Based on the equilibrium outcomes summarized in Table 2.1, we can compare the selling

prices of the aggregation members and other individual farmers as well as the certainty

equivalences. First, the unit selling price of each aggregation member i is equal to p∗i =

α − βq∗i = α+c
2
. Second, the expected unit selling price of each individual farmer j is equal

to E(p∗j) = a − bQ∗ = a − b(n − s)q∗j = a − b(n − s)[ a−c
b(n−s+1)+ρσ2 ], which is increasing in σ.

Hence, each aggregation farmer obtains a higher selling price only when the open market

price uncertainty σ is sufficiently low. More formally, we have:

Proposition 4 Suppose there is an aggregation with s members that focuses on reducing

selling price risks. Then aggregation member i obtains a higher selling price than an indi-

vidual farmer j if and only if σ2 < b
ρ
{ ((α−c)(n−s)

2a−α−c −1}. In other words, p∗i > E(p∗j) if and only

if σ2 < b
ρ
{ ((α−c)(n−s)

2a−α−c − 1}.

Proposition 4 can be explained as follows. When σ is sufficiently high, each risk-averse in-
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dividual farmer j would produce less to reduce the risk of selling at a lower price; i.e., q∗j is

decreasing in σ. Consequently, individual farmers’ market price is greater than the aggre-

gation members’ when σ is sufficiently high. This observation implies that the aggregation

member will obtain a higher price than the individual farmer only when σ is sufficiently

low. Consider a special case in which the risk-neutral firm offers a guaranteed unit price

pi = α − βqi that has α = a, and β = b. (This situation is essentially the case when the

risk-neutral firm absorbs the price uncertainty.) In this case, the threshold b
ρ
{ ((α−c)(n−s)

2a−α−c −1}

is reduced to b
ρ
(n− s−1) and p∗i > E(p∗j) if and only if σ2 < b

ρ
(n− s−1). Also, observe that

the threshold b
ρ
{ ((α−c)(n−s)

2a−α−c − 1} is decreasing in s. This implies p∗i > E(p∗j) occurs when the

size of the aggregation is sufficiently large.

Next, we examine and compare the certainty equivalences of aggregation members and

other individual farmers in equilibrium. By considering the special case when α = a, and

β = b and by utilizing the results in Table 2.1, we can show that CE∗i > CE∗j if and only if

[b(n−s)+ρσ2]2 > b2[3−2(n−s)]. By noting this condition holds when s ≤ n−1 for any value

of 0 < σ2 ≤ b
ρ

√
3, and it holds when σ2 > b

ρ

√
3 for any value of s, we can draw the following

conclusion. First, when price uncertainty is sufficiently high (say, σ2 > b
ρ

√
3), CE∗i > CE∗j

for any value of s. Hence, under open membership, the equilibrium aggregation size is equal

to n. Second, when price uncertainty is low (say, σ2 ≤ b
ρ

√
3), the equilibrium aggregation

size is equal to (n − 1) under open membership. Finally, under exclusive membership, it is

easy to check that existing aggregation members will not oppose to the admission of new

members because the certainty equivalence of each aggregation member CE∗i = (α−c)2
4β

is

independent of the size of the aggregation s in equilibrium. Hence, new member will join

the aggregation only when CE∗i > CE∗j . Consequently, the equilibrium aggregation size

under exclusive membership is the same as in the case of open membership. Throughout

Section 2.3 to Section 2.7, we have characterized the equilibrium outcomes including strategic

quantity decisions, profits, market price, total production in the market, and the equilibrium

aggregation sizes under both open and exclusive membership. We further highlight the

insights of the results in Section 2.8.
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2.8 Concluding Remarks

In this chapter, we have investigated the five operational effects created by an aggregation,

and characterized the strategic quantity decisions of aggregation members and other indi-

vidual farmers for each of the five effects. Further, we have examined the impact of these

effects of an aggregation on the market as a whole in terms of market price and total produc-

tion quantity. Even though we analyze separate models so as to isolate the impact of each

effect, our models can serve as building blocks for analyzing the case when multiple effects

are present simultaneously in a single aggregation. However, the analysis of a single model

that deals with multiple effects simultaneously is complex and we shall defer such analysis

to future research.

We have shown that most of the effects of an aggregation are beneficial to the market

as a whole in terms of lower market price and higher total production, but other effects

are hurtful to the market in terms of higher market price (e.g., the aggregation focusing

on improving brand awareness). When certain aggregation effects hurt the market, higher

market price can help farmers break their poverty cycle. Besides aggregations, governments

in developing countries have instituted various policies (quotas or tariffs for importing or

exporting various commodities) to prevent price erosion ([GWP04]). However, as shown in

the above sections, agricultural cooperatives can be an alternative way to improve farmers’

earnings without government interventions.

We have also provided the conditions under which the farmers should join an aggregation

in each of the five effects. Based on our analysis, we have observed a general pattern: it is

beneficial for a farmer to join the aggregation only when the size of the aggregation is below a

certain threshold. This result can be intuitively explained as follows: One would expect that

each of the five operational effects can boost each aggregation member’s profit. However, as

the size of the aggregation increases, this benefit diminishes so that the incentive to admit a

new member decreases. This explains why there is a critical size after which the admission

of new members has an adverse effect on the existing members’ profit.
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Further, it is worth noting that the equilibrium size of the aggregation would be different

depending on the type of cooperative formation: (1) open membership: farmers are free to

join or leave the aggregation; or (2) exclusive membership: the admission process requires the

approval of existing aggregation members. Further, our analysis of the equilibrium aggrega-

tion size explains why not all farmers join an aggregation (or a coop) in practice even when

each effect is beneficial to aggregation members. For example, the aggregation focusing on

improving selling prices using direct channel (Section 2.6) can explain this counter-intuitive

phenomenon observed in practice (only a fraction of farmers join an aggregation even under

open membership). This can be one of the reasons why we do not observe the grand coalition

(i.e., all n farmers join the aggregation) in practice.

Our models have several limitations that deserve further investigation. First, because we

examine different effects through separate models, an obvious extension would be to consider

ways to analyze the value created by combining different aggregation effects simultaneously.

To analyze the value of combining different aggregation effects, one needs to construct a

unified model which incorporates multiple effects so as to examine the relationships among

the effects analytically. Second, note that our analysis is based on the assumption that all

farmers are identical. Hence, it is of interest to extend our model to the case when farmers

are non-identical even though the equilibrium may not be unique. Third, by noting that

our analysis is limited to the case when there is only one aggregation (or coop), it is of

interest to consider the case when the number of aggregations in the market is determined

endogenously. Such analysis would enable us to characterize the aggregation structure in

equilibrium. Fourth, due to the decentralized decision making of the members of aggregation,

one can expect there would be free-riding problem on production quantity and quality.

Hence, extending our models to incorporate the issue of free-riding and self-interest could

result in newer insights. Finally, while our models focus on the operational effects associated

with aggregation, there are other issues such as corruption and bureaucracy that tend to

happen in emerging economies deserve further examination.
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Appendix 2.1

In this appendix, we describe how our model for the cost reduction case in Section 2.3

can be extended to the case when an admission fee f(> 0) is required for a farmer to join

an aggregation. The modified profit function of each aggregation member i(= 1, 2, ..., s)

becomes π̃i(s) = πi(s)− f , where πi(s) is stated in Section 2.3. The modified profit function

of each individual farmer j(= s+1, s+2, ..., n) becomes π̃j(s) = πj(s) where πj(s) is stated in

Section 2.3. By considering the first order conditions, we can show that the modified process

quantity in equilibrium is given as q̃∗i = a+nc−(s−1)c
k(n+1)

− c
ks

for all i and q̃∗j = a+nc−(s−1)c
k(n+1)

− c
k

for all j. It is easy to see that q̃∗i = q∗i and q̃∗j = q∗j for all i, j where q∗i and q∗j are stated in

Section 2.3. Furthermore, the modified total output Q̃∗ = sq̃∗i + (n− s)q̃∗j and the modified

market price p̃∗ = a − kQ̃∗ also remain the same (i.e., Q̃∗ = Q∗ and p̃∗ = p∗ where Q∗ and

p∗ are stated in Section 2.3). Hence, we conclude that the equilibrium outcomes including

process quantities, market price, and total output remain unchanged even if we introduce a

positive admission fee to the model.

However, the equilibrium size of the aggregation under open membership can be different

because the equilibrium profit of an aggregation member is not necessarily larger than that

of an individual farmer. Specifically, a farmer will join the aggregation if π̃i(s) > π̃j(s) under

open membership. This condition is equivalent to πi(s)− πj(s) > f . Thus, if the admission

fee is sufficiently high (i.e., f > πi(s) − πj(s)), no farmers will join the aggregation under

open membership. This result is different from the result in Section 2.3 where all farmers

join the aggregation under open membership without the admission fee. Under exclusive

membership, we can determine the equilibrium size s̃∗ by maximizing an aggregation mem-

ber’s profit π̃i(s). Since π̃i(s) = πi(s)−f , maximizing π̃i(s) is the same as maximizing πi(s).

Hence, it is easy to show that s̃∗ =
√
n+ 1 which is the same as s∗ stated in Section 2.3.

Therefore, the equilibrium size under exclusive membership remains the same.
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Appendix 2.2: Proofs

Proof of Proposition 1 From (2.1) and (2.2), it is easy to see that profit functions πi(s) and

πj(s) are concave in qi and qj, respectively. Hence the first order condition is necessary and

sufficient to obtain the equilibrium process quantities. Taking the first derivatives of (2.1) and

(2.2) yields ∂πi(s)
∂qi

= a− kQ− c
s
− kqi = 0 for i = 1, 2, ..., s and ∂πj(s)

∂qj
= a− kQ− c− kqj = 0

for j = s + 1, s + 2, ..., n. We obtain a unique solution to this set of equations given by

q∗i = a+nc−(s−1)c
k(n+1)

− c
ks

for i = 1, 2, ..., s and q∗j = a+nc−(s−1)c
k(n+1)

− c
k

for j = s + 1, s + 2, ..., n.

Then,
∂q∗i
∂s

= c
k
( 1
s2
− 1

n+1
), which is strictly positive if and only if s <

√
n+ 1. Also, it is

obvious that q∗j is decreasing in s from (2.4). Finally, rearranging terms from (2.3) and (2.4)

shows q∗i − q∗j = c
k
(1− 1

s
) ≥ 0 for any s ≥ 1. By substituting the first order conditions into

the profit functions, we obtain πi = k(q∗i )
2 and πj = k(q∗j )

2. Consequently, we can conclude

πi ≥ πj in equilibrium for any s ≥ 1.

Proof of Lemma 1 Observe that q∗i is decreasing in σ2
s from (2.8). Also, because

q∗j =
µ

µs(2σ2 + µ2)

(aµs − c)(2σ2 + (n− s+ 1)µ2)− (aµ− c)µsµ(n− s)
k{2σ2 + (n− s+ 1)µ2 + sµ2s(2σ

2+µ2)
2σ2
s+µ

2
s
}

−
c(1− µ

µs
)

k(2σ2 + µ2)
,

it is easy to see that q∗j is increasing in σ2
s . This proves part (a). The results stated in part

(b) and (c) follow immediately from (2.7).

Proof of Corollary 1 We can rewrite the total expected output O∗ = (a−c)(s2−s+n)
k(β+s2−s+n) as

O∗ = (a−c)
k(1+ β

s2−s+n
)
. Since (s2−s+n) is increasing in s(≥ 1), O∗ is increasing in s. Consequently,

the expected market price p∗ = a− kO∗ is decreasing in s.

Proof of Corollary 2 Substituting q∗i , q
∗
j , and O∗ into πi(s) = E{(a− kO∗)yiq∗i − cq∗i } and

πj(s) = E{(a− kO∗)zjq∗j − cq∗j} yields πi(s) = sβ
k

( a−c
β+s2−s+n)2 and πj(s) = β

k
( a−c
β+s2−s+n)2. It is

easy to see that πi(s) ≥ πj(s) for s ≥ 1. Hence, under open membership, each farmer is better

off by joining the aggregation. Next, under exclusive membership, we can determine the

equilibrium size of the aggregation s∗ by maximizing the aggregation member’s profit πi(s) .

By considering the condition in which β is sufficiently small to ensure that Prob(yi < 0) ≈ 0

for all i and Prob(zj < 0) ≈ 0 for all j, it is easy to show that the second derivative of
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πi(s) = sβ
k

( a−c
β+s2−s+n)2 with respect to s is negative for s ≥ 1. This implies πi(s) is concave

in s(≥ 1). Hence, by considering the first order condition, it is easy to check that the

equilibrium aggregation size s∗ = 1
6
{1 +

√
1 + 12(n+ β)}.

Proof of Proposition 2 From (2.12) and (2.13), we compute the first order condition

∂πi
∂qi

= a(s)− kQ− c− kqi = 0 and ∂πj
∂qj

= a− kQ− c− kqj = 0. Solving the system of linear

equations yields q∗i = (n−s+1)(a(s)−a)+a−c
k(n+1)

and q∗j = s(a−a(s))+a−c
k(n+1)

. Taking the first derivative

of q∗i with respect to s shows that
∂q∗i
∂s

> 0 if and only if ∂a(s)
∂s

> a(s)−a
n−s+1

. This implies q∗i is

increasing in s if and only if ∂a(s)
∂s

> a(s)−a
n−s+1

. Further, it is easy to see that q∗j is decreasing in

s, and q∗i ≥ q∗j given that a(s) ≥ a from (2.12) and (2.13). Finally, we have πi ≥ πj because

πi = k(q∗i )
2 and πj = k(q∗j )

2.

Proof of Corollary 3 Since πi(s) = k(q∗i )
2, it suffices to maximize q∗i for maximizing πi(s).

After some algebra, we obtain
∂2q∗i
∂s2

= ∂2a(s)
∂s2

(n−s+1)−2∂a(s)
∂s

, which is always negative because

a(s) is concave-increasing in s (i.e., ∂a(s)
∂s

> 0 and ∂2a(s)
∂s2

< 0). Therefore, πi(s) is maximized

at s∗ that s∗ satisfies the first order condition (i.e.,
∂q∗i
∂s

= 0⇐⇒ da(s)
ds s=s∗

= a(s∗)−a
n−s∗+1

).

Proof of Proposition 3 By retrieving all equilibrium outcomes by backward substitutions

through (2.17) and (2.16), we have w∗2 = 57
108
a + 51

108
c and q∗i = 1

3bs
( 77
108
a − 77

108
c) and q∗j =

1
3b(n−s)(

19
54
a − 19

54
c). Rearranging terms shows that q∗i > q∗j if and only if s < 77

115
n. Further,

πi = (r∗− c)q∗i = 1
3bs

( 77×11
27×108)(a− c)2 for i = 1, .., s and πj = (w∗1 − c)q∗j = 1

3b(n−s)(
19
54

)2(a− c)2

for j = s+ 1, .., n. By rearranging terms, it is easy to see that πi > πj if and only if s < 0.7n.

Proof of Proposition 4 We obtained the desired results by comparing p∗i = α+c
2

and

E(p∗j) = a− b(n− s)[ a−c
b(n−s+1)+ρσ2 ].
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Figure 2.1: Unified Framework

Figure 2.2: Supply Chain Configuration

Table 2.1: Equilibrium Outcomes

Aggregation Member i Individual Farmer j

Production Quantity q∗i = α−c
2β

q∗j = a−c
b(n−s+1)+ρσ2

Certainty Equivalent CE∗i = (α−c)2
4β

CE∗j = (ρ
2
σ2 + b)[ a−c

b(n−s+1)+ρσ2 ]2
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CHAPTER 3

Fractional Price Matching Policies Arising from the

Ocean Freight Service Industry

3.1 Introduction

Ocean freight continues to play the most significant role in supporting material flows along

global supply chains. In fact, nearly 85% of international trade involves ocean transportation

([YY12]). According to Merge Global Analysis and Estimate (Merge Global 2008), the total

revenue of ocean freight industry is over $200 billion in 2007. Even though ocean transporta-

tion is well studied research area in maritime economics, [FL12] commented that there are

many supply chain management issues arising from ocean freight are not well-understood.

Specifically, the issue of pricing and contracting arising from ocean freight is an emergent

topic that practitioners have begun to examine. While the issue of dynamic pricing has

been well studied in the revenue management literature that is motivated by the commercial

airline industry in a B2C environment, the pricing and contracting issues arising from the

ocean transportation industry in a B2B environment are not well understood. Unlike the

commercial airline industry that has a well-established system to deal with issues such as

dynamic pricing, over-booking, etc., the ocean transportation industry lacks a systematic

approach for examining the implications of pricing or contracting issues.

In general, there are two major players in the ocean freight industry: the carriers and

the shippers.1 A carrier is a logistics company who owns ocean liners for transporting huge

1While a freight forwarder can be viewed as a major player who serves as the “wholesaler” of the shipping
capacities provided by the carriers, we neglect this entity to simplify our exposition.
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number of TEU (Twenty-foot Equivalent Unit) containers by sea. For example, Maersk is

the largest carrier in the world with a total annual capacity of 2,587,820 TEU containers,

while OOCL is the largest carrier in Hong Kong with a total annual capacity of 468,079

TEU containers according to Alphaliner’s list of top 100 carriers in 2013.2 Also, shippers

(customers) comprise of different types of supply chain partners – suppliers such as YKK

(zippers), contract manufacturers such as Foxconn (iPhones), OEM manufacturers such as

Philips (TVs) – who need to ship their products in TEU containers through ocean carriers.

Unlike the commercial airline industry, the price of ocean freight is based on a very

special system (also known as the “Conference” system) that allows carriers being exempted

from the Anti-trust laws. Specifically, carriers who serve the same route can jointly set the

shipping schedules and prices to share their shipping capacities. Due to concern about price

collusion, the European Commission and the European Liner Affair Association (ELAA) had

decided that all carriers who ship from or to Europe have to abolish the conference system

effectively on October 18, 2008. This has triggered a sea change in the ocean freight industry

– the price is now set by individual carriers. Without a well-established pricing system for

the ocean freight industry, the price of ocean freight has become more volatile since 2009.

Besides demand seasonality,3 the ocean freight price volatility is exacerbated further by three

major factors: price volatility of crude oil, trade imbalance among different continents, and

demand volatility.4 Because ocean freight is viewed as indirect cost incurred as part of the

supply chain operations, shippers are more concerned about huge price fluctuations even

though they are obligated to ship their products.

Currently, there are two types of pricing contracts in the ocean freight logistics industry:

(1) carriers sell their capacity (vessel space measured in terms of TEU containers) directly

to shippers; or (2) carriers sell their capacity to shippers through intermediaries (i.e., freight

2Alphaliner - Top 100 (2013): http://www.alphaliner.com/top100/index.php
3In the ocean freight industry, peak season occurs between July and November to satisfy the demand in

North America and Europe during Thanksgiving and Christmas holidays, while low season occurs between
February and June.

4The freight rate during the peak season can be three times higher than that of the low season especially
in two major routes (Transpacific, and Europe-Far East) with highly imbalanced trade. For example, more
than half of containers flowing from Asia to North America (or Europe) return to Asia in empty container.
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forwarders). In the former case, the carrier offers a fixed (regular) price according to a long-

term (e.g., one year) contract and shippers who accepted this contract are known as Beneficial

Container Owners (BCOs). In the latter case, the freight forwarders serve as “wholesale

agents” who buy the space from different carriers and sell the consolidated capacity to

shippers as a secondary market (spot market) on a short-term basis (one week prior to the

departure date of the carrier). The “regular price” is known a prior in the former case;

however, the “spot price” is uncertain ex-ante and is realized prior to the departure date.

While over 70% of the transpacific ocean logistics trade are conducted directly between the

carriers and the shippers, approximately 70% of the ocean logistics trade between Asia and

Europe are contracted through freight forwarders in the spot market (Merge Global 2008).

The two aforementioned contracts types are fundamentally different. Under the long-

term contract, the (regular) freight price is fixed and known in advance. For example, a

BCO may negotiate the freight price with a carrier in March for the shipment that takes

place from June until the following year. Clearly, the carrier prefers this long term (one-

year) contract due to better planning and higher profit margins. However, some shippers

are reluctant to accept a long term contract with a fixed and known freight price because

they may be able to get a lower price if they postpone their booking decisions and buy

the capacity from the freight forwarders (i.e., the spot market). This reluctance may help

explaining why 70% of the shippers involving with trade between Asia and Europe prefer to

buy space through freight forwarders in the spot market.

The shipper’s interest in the spot market has caused major concerns for the carriers

because their profit margins are lower if they sell their capacity to shippers through freight

forwarders (as intermediaries) in the spot market. Furthermore, enticing shippers to sign

contracts directly with the carrier will benefit the carrier for the early lock-in market share.

Therefore, some major carriers in Asia are considering certain incentive schemes that are

intended to entice shippers to buy the capacity directly from the carrier instead of the spot

market. Specifically, based on our discussion with a major carrier in Hong Kong, we learned

that this carrier is developing a “fractional” price matching contract that can be described
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as follows: the shipper pays a regular freight price in advance; however, the shipper will

get a refund “only if” the realized spot price is below the regular price, where the refund is

based on a “fraction” of the price difference (i.e., the difference between the regular price

and the spot price). Clearly, if this fraction is equal to one, then this contract is the full

price matching contract that is commonly observed in the retailing industry.5

By matching the spot price on a fractional basis, the carrier bears some of the risk

associated with the uncertain spot price under the fractional price matching contract. This

additional “risk” raises some interesting research questions: (1) What is the rational booking

behavior of shippers under the fractional price matching contract? (2) How should the carrier

set the regular price and the “fraction”? (3) Should the carrier offer the fractional price

matching contract by bearing additional risk associated with the uncertain spot price? To

our knowledge, there is no prior study of fractional price matching contracts. Even though

full price matching contracts have been examined in the retailing industry, we need to develop

a different model to capture the following characteristics of the ocean freight industry (that

is inherently different from the retailing industry) including: (1) the shipper’s demand is

uncertain ex-ante; (2) the spot price is uncertain ex-ante and the realized spot price can be

higher or lower than the regular price; and (3) the spot price is likely to be dependent on

the spot market demand.

In Chapter 3, we present a model that captures the aforementioned characteristics of

the ocean freight industry. Specifically, we model the dynamics between the carrier and

the shippers as a Stackelberg game in which the carrier acts as the leader who sets the

fractional price matching policy, and the shippers are the followers who decide whether to

book with the carrier in advance. By anticipating the booking behavior of the shippers, we

determine the optimal fractional pricing matching policy for the carrier. Our analysis enables

us to draw the following conclusions. First, we show that the carrier can use the fractional

price matching contract to generate a higher demand from the shippers by increasing the

5For example, Best Buy refunds the price difference if a customer finds a lower price elsewhere for the
same product. See www.bestbuy.com for details.

36



www.manaraa.com

“fraction” in equilibrium. Second, there are multiple optimal regular prices and the optimal

“fraction”. However, the optimal fractional price matching contract exhibits the following

property: if the carrier offers a higher “fraction”, then the carrier should increase the regular

price to compensate for bearing additional risk. Third, we find that the optimal fractional

price matching contract is “revenue neutral” in the sense that it enables the carrier to obtain

the same expected revenue as before (when there was no price matching). This result implies

that the carrier can develop a menu of fractional price matching contracts that are “revenue

neutral” and let the shipper to choose a specific contract as desired. Finally, we show that

our results continue to hold when certain assumptions are relaxed.

Overall, our study makes two contributions to the research literature. First, we contribute

to the ocean freight literature even though pricing issues have been examined in the air and

land logistics literature. Second, we contribute to the rich literature of price matching

policy, which has been studied from various angles: economics, marketing, and operations

management. Chapter 3 is organized as follows. We review relevant literature in Section 3.2.

In Section 3.3, we first present a base model of the fractional price matching policy. Then,

we examine the shipper’s booking behavior. We determine the carrier’s optimal fractional

price matching policy and its implications in Section 3.4. Section 3.5 and 3.6 present two

different extensions of the base model: general shipper demand model and dependent spot

price model. This chapter ends with some concluding remarks in Section 3.7.

3.2 Literature Review

This study is related to two research streams: logistics management, and price matching.

First, pricing issues in logistics industry have been studied extensively in air and land logistics

(see for example, [ACG11] for air, [YBS95] for railroad transportation, [KVB04] and [KAS07]

for tanker and dry bulk shipping). However, very little literature has addressed sea logistics.

[WL95] provide a linear programming-based pricing model to assist shipper’s contracting

with ocean container shipping company. [LRX08] provide linear programming model to
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assist a global electronics provider to decide the bidding price in each segment of the shipping

router. They incorporate the result from sensitivity analysis. [Gar07] studies the case in

which shipping demand is elastic to the transportation service prices. In his model, both

bidding price and carrier’s empty container reposition cost are considered. He uses the

double-auction scheme to help the shippers to decide when to buy the transportation service

(and how much) to minimize total inventory and transportation costs, while we will use a

game-based approach to develop a win-win situation for both carrier and shippers.

Underlying our study is also the research stream in economics that investigates the

impact of price matching policies on the market in a competitive environment. At a first

glance, price-matching policies would appear to be pro-competitive. However, the dominant

view in the economics literature is that price matching is anti-competitive as it can facilitate

monopoly pricing ([Sal86, Bel87, Doy88, EE99]). Using static oligopoly models, they show

that price matching policies can support monopoly pricing (i.e., cartel pricing). Specifically,

when all firms offer price matching policies, there is no incentive to undercut the prices of

rivals. Reduced competition then results in high prices, indeed monopolistic ones. Another

line of research argues that price matching is a form of price discrimination based on cus-

tomer’s price knowledge ([Bel87, PH87, Edl97]). They show that by offering no match its

competitor’s price, a firm gives discounts to customers who are aware of the market prices

but it keeps the price to other customers. In sum, economics predominantly view price

matching as an anti-competitive practice due to monopoly pricing and price discrimination.

However, one can still observe price matching policies in practice (e.g., retail, hotel and

airline industry, etc.). Our research contributes to this literature by explaining why firms

keep offering price matching policies even though they are shown to be anti-competitive, and

analyzing the benefits of price matching policies, specifically in ocean freight industry.

Our study is related to the literature which investigates different variants of price match-

ing policy. The format of the fractional price matching where the firm can control the

refund-depth has been studied recently ([Tum11, HS12, DLV12]).6 [Tum11] considers two

6By controlling the refund-depth, the firm can refund a fraction of price difference. Hence, controlling
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identical firms competing in two-stage: In the first stage, each firm installs its capacity which

is the maximal quantity that the firm can sell in the second stage. In the second stage, after

observing the other firm’s capacity, each firm chooses its announced price and price matching

option, where the price matching option follows the format of the fractional price matching.

[HS12] consider a situation in which price matching guarantees are offered by small local

firms who compete against much larger rivals. They investigate small firm’s incentives to

offer price matching guarantees in such environments by adopting the format of the frac-

tional price matching in their model. Using an experimental study, [DLV12] examine the

refund depth effects on price-matching guarantees. They show that if a store has high price

image, deep price guarantee is not an optimal strategy to retain regular customers. Even

though this stream of research considers the format of the fractional price matching policy,

our study can contribute to this literature differently because they focus on the “horizontal

competition” among multiple horizontal firms while our study focuses on “vertical competi-

tion” of the carrier and the shipper where the carrier offers the price matching policy to the

shipper to encourage him reserving more with her.

In operations and marketing area, scholars study the “full” price matching policies

with considering many different aspects of industry (e.g., retail assortment decisions ([CS03]),

verification of product availability ([NBR10]), consumer search behavior ([CNZ01]), con-

sumer’s strategic purchasing behavior ([LD10])). [CS03] consider retail assortment decisions

of retailers who offer “full” price matching policies, and prove that if the shelf space is lim-

ited, then retailers carry non-overlapping product lines, and the equilibrium prices depend

on the degree of substitutability. [NBR10] analyze the role of verification of product avail-

ability in the context of competitive price matching policies. They show that the verification

of availability can result in customers paying lower retail prices by increasing the level of

retail price competition. By considering consumer behavior with presence of price matching

policies, [JS00, SL04, MZ06] show that price-matching can signal low prices and low service

levels of stores to the customers. If the existence of price-matching causes consumer search

the refund depth is a similar concept with the format of the fractional price matching policy.
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behavior to increase, [CNZ01] show that price matching policies can worsen seller’s profits

if there are different segments of consumers with different search costs. [LD10] examine the

impact of price matching policy on customer’s purchasing behavior, and seller’s pricing and

inventory decisions. They find that the price matching policy eliminates strategic customer’s

waiting incentive, and thus allows the seller to increase price in the regular season. More

closely related to operations management area, [LMN07] investigate a revenue-management

problem in which a monopolistic seller can sell the product along with price matching. By

formulating the problem as a discrete-time dynamic program, they characterize the opti-

mal decisions on the price path and the price matching policy. Even though many scholars

have visited different industries and analyzed the impact of “full” price matching policies

on them, ocean freight industry has not been tackled yet especially in the presence of “frac-

tional” price matching. By considering the characteristics of ocean freight industry, our

study can contribute to this literature by providing different managerial insights about this

untapped industry.

3.3 Fractional Price Matching Policies

Consider an ocean freight carrier who needs to manage the revenue of its limited capacity K

over two time periods. In the first period, the carrier sells its capacity to potential shippers

(customers) at a unit price r. At the beginning of the second period, the spot market opens

at price s per unit, where s is uncertain ex-ante in the first period but it is realized at the

beginning of the second period. In the second period, the carrier sells its remaining capacity

on the spot market at θs per unit, where θ ∈ (0, 1) represents the discount that captures

the transaction cost and other handling fees. Unlike commercial airline industry that serves

consumers, the B2B ocean freight carrier does not overbook by accepting reservations for

more than K units because of the following reasons: 1) all bookings conducted in the first

period are confirmed; and 2) all bookings are not cancellable (i.e., shippers cannot sell the

unneeded containers back to the carrier).
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There are N(> K) shippers in the market. Shipper i ∈ {1, 2, ..., N} faces uncertain

demand Di, where Di is uncertain ex-ante in the first period but it is realized at the beginning

of the second period for all i. Specifically, Di = 1 with probability ρi, and Di = 0 with

probability 1− ρi

Given the demand and spot price uncertainties, each of the N shippers needs to evaluate

the tradeoffs between reserving from the carrier before the uncertainties are resolved and

buying from the spot market after all uncertainties are resolved. If the shipper books 1 unit

of the capacity with the carrier in the first period and then discovers no shipment is needed

(because Di = 0) in the second period, then he can sell the reserved unit on the secondary

market at θs, where θ ∈ (0, 1) represents the discount that captures the transaction cost and

other handling fees.7

To encourage shippers to book with the carrier in the first period instead of buying from

the spot market in the second period, we consider the “fractional price matching” policy

that is under consideration by a carrier in Hong Kong. Under the fractional price matching

policy (r, β), the effective unit price that a shipper has to pay for any realized spot price s

is given by:

m(r, β, s) = r − β[r − s]+ = r − β(r −min{r, s}), (3.1)

where β ∈ [0, 1]. Specifically, the shipper pays the original unit price r if the realized spot

price s ≥ r, and pays (1− β)r+ βs (i.e., a “linear convex” combination of the original price

r and the realized spot price s) if s < r. Notice that the carrier offers “full price matching”

when β = 1 and “no matching” when β = 0. Hence, a shipper’s effective unit price is

m(r, β, s) if he books with the carrier in period 1. If the shipper does not book in period 1,

we assume that he can always get the capacity to ship by paying the spot price s, where s

is uncertain ex-ante with Exp(s) ≡ µ .

Besides the fractional price matching policy, another carrier in Hong Kong is considering

a slightly different price matching policy (“partial price matching policy”) under which the

7While we assume the “discount” factor to be the same for the carrier and the shipper for ease of
exposition, one can obtain the same result even when this “discount” factor is firm-specific.
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shipper pays the regular price r if the realized spot price s in period 2 is “not too low” (i.e.,

when s ≥ r− α) and the shipper pays the realized spot price s if s < r− α, where α ∈ [0, r]

is the matching parameter. In this case, the carrier offers “full matching” when α = 0, “no

matching” when α = r, and “partial matching” when α ∈ (0, r). As it turns out, it can be

shown that there is a one-to-one correspondence between the partial matching policy and

the fractional matching policy so that one can retrieve the optimal partial price matching

policy from the optimal fractional price matching policies (r∗, β∗). We shall explain this in

more details in Appendix 1. To avoid repetition, we shall focus our analysis on the fractional

pricing matching policy (r, β).

To determine the optimal fractional price matching policies (r∗, β∗), we shall model the

dynamics between the carrier and the shippers as a Stackelberg game in which the carrier

acts as the leader who sets the fractional price matching policy (r, β), and the shippers are

the followers who decide whether to book with the carrier in period 1 or not. To begin, we

examine the shipper’s booking behavior.

3.3.1 The carrier’s pricing behavior and the shipper’s booking behavior

For notational convenience, let E = Exp{m(r, β, s)} denote the “expected” effective price

under the fractional price matching policy, where E depends on the fractional price matching

policy (r, β) and the distribution of s. By noting that all shippers will buy on the spot

market if µ < E and that the carrier will not sell to the shippers (and sell on the spot

market instead) if E < θµ, we can ignore these trivial cases by focusing on the case when

the expected effective price E satisfies:

θµ ≤ E ≤ µ. (3.2)

Now, let us examine the tradeoff that a shipper faces. First, if shipper i books with the

carrier in period 1, then his net expected cost is equal to E − (1 − ρi)θµ, where the first

term is the expected cost of the booking in period 1 under the fractional price matching

policy and the second term is the expected “salvage value” to be obtained from selling the
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unneeded reservation on the spot market after discovering that the reservation is not needed

in period 2. Second, if shipper i buys on the spot market in period 2 in the event that the

shipment is needed, the expected cost is ρiµ. By comparing the costs associated with these

two options, it is easy to check that shipper i will book with the carrier in period 1 if ρi

satisfies ρi ≥ E−θµ
µ(1−θ) . While ρi is private information of the shipper, the carrier only knows

that the probability ρi of all N shippers is distributed according to a distribution, which is

common knowledge. Therefore, the proportion of shippers who will book in advance with

the carrier is given by:

q(r, β) = Prob[ρ ≥ E − θµ
µ(1− θ)

]. (3.3)

Observe from (3.1) that E ≤ r, E is non-decreasing in r , and that E is decreasing in β.

Consequently, by considering (3.3), it is easy to show that:

Corollary 1. Under the fractional price matching policy (r, β), the carrier can generate

a higher demand (via a higher value of q(r, β)) with a lower expected effective price E by

increasing the “fractional price matching” parameter β.

3.3.2 The carrier’s problem

By anticipating each shipper’s rational booking behavior, we now formulate the carrier’s

problem. First, for any given fractional price matching policy (r, β), the expected booking

quantity generated by the shippers in period 1 is given by N · q(r, β). Hence, the carrier’s

expected revenue is equal to:

Π(r, β) = E ·min{N · q(r, β), K}+ θµ · [K −N · q(r, β)]+, (3.4)

where the first term is the revenue obtained from the shipper in period 1 and the second term

is the revenue obtained from selling the remaining capacity on the spot market in period 2.

The carrier’s problem can be formulated as:

max
r,β

Π(r, β) s.t., (3.2). (3.5)
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3.4 Optimal Fractional Price Matching

We now determine the optimal fractional price matching policy (r∗, β∗) by solving the car-

rier’s problem defined in (3.5). For tractability and for ease of exposition, we consider the

case when the demand probability ρ ∼ U [0, 1] and the spot price s ∼ U [0, 1], where ρ and

s are independent (We shall examine the case when the spot price s depends on market

condition in a later section). In this case, the average spot price is µ = 0.5. Also, it is easy

to check from (3.1) and (3.3) that

E = r − β r
2

2
, and (3.6)

q(r, β) = 1−
E − θ

2
1
2
(1− θ)

. (3.7)

Notice that the expected effective price E is increasing and concave in the regular price r for

0 ≤ r ≤ 1
β
, and the proportion of shippers who will book from the carrier q(r, β) is decreasing

in the expected effective price E. These two properties are intuitive.

By using (3.6), (3.7) and the fact that µ = 0.5, the carrier’s problem defined in (3.5) can

be rewritten as the following mathematical program that has E as a decision variable:

max
E

E ·min{N · (1−
E − θ

2
1
2
(1− θ)

), K}+ θµ · [K −N · (1−
E − θ

2
1
2
(1− θ)

)]+, (3.8)

subject to 0.5θ ≤ E ≤ 0.5.

Lemma 1. Under the fractional price matching policy, there exists an optimal solution E∗

to program (3.8) that has N · (1− E∗− θ
2

1
2
(1−θ)) ≤ K.

Proof All formal proofs are provided in Appendix 3.2.

In view of Lemma 1, we can simplify program (3.8) as:

max
E

E ·N · (1−
E − θ

2
1
2
(1− θ)

) + θµ · (K −N · (1−
E − θ

2
1
2
(1− θ)

)), (3.9)

subject to 0.5θ ≤ E ≤ 0.5, (3.10)

N · (1−
E − θ

2
1
2
(1− θ)

) ≤ K. (3.11)

By considering the objective function (3.9) along with the bounds, one can show that:
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Proposition 1 Under the fractional price matching policy (r, β) as defined in (3.1), the

optimal effective price E∗ associated with the optimal fractional price policy (r∗, β∗) satisfies:

E∗ =
1

2
[θ + (1− θ) max{0.5, 1− K

N
}]. (3.12)

Also, the optimal fractional price policy (r∗, β∗) satisfies:

r∗ − β∗ (r
∗)2

2
= E∗ =

1

2
[θ + (1− θ) max{0.5, 1− K

N
}]. (3.13)

Proposition 1 has the following implications. First, under the optimal fractional price match-

ing policy (r∗, β∗), the corresponding optimal expected effective price E∗ given in (3.12) is

decreasing in her capacity K. Second, it follows from (3.13) that the optimal fractional price

matching policy (r∗, β∗) is not unique. For example, when the carrier offers no price matching

so that β∗ = 0, the corresponding optimal regular price r∗0 = 1
2
[θ+ (1− θ) max{0.5, 1− K

N
}],

where the term θ
2

is the carrier’s expected salvage value in the spot market in period 2,

and the term 1−θ
2

max{1
2
, 1 − K

N
} is the “additional revenue” for the carrier to obtain by

selling her capacity in period 1. Next, when β∗ ∈ (0, 1], the corresponding optimal regular

price r∗β = 1
β∗

[1−
√

1− β∗{(1− θ) max{0.5, 1− K
N
}+ θ}, where r∗β is increasing in β∗. This

result is intuitive because, when the carrier offers a contract with a higher price matching

parameter β∗, the carrier bears additional risk associated with the uncertain spot market.

Therefore, in order to compensate for bearing this additional risk, the carrier should charge

a higher regular price r∗β.

Finally, observe from (3.13) that all optimal fractional price matching policies (r∗, β∗)

yield the same expected effective price E∗ = 1
2
[θ+ (1− θ) max{0.5, 1− K

N
}]. Consequently, it

is easy to check from (3.8) that all optimal fractional price matching policies (r∗, β∗) generate

the same expected revenue for the carrier. This result implies that the optimal fractional

price matching contract is “revenue neutral” in the sense that it enables the carrier to

obtain the same expected revenue as before (when there was no price matching). Therefore,

under the optimal fractional price matching policies (r∗, β∗), the carrier can offer a “menu” of
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regular price r∗β for each price matching parameter β∗ and obtain the same expected revenue.

This way, the carrier can let the shipper to choose the fractional price matching contract

according to their preference.

3.4.1 Optimal Fractional Price Matching: when the regular price r is given

The optimal fractional price matching policies (r∗, β∗) given in (3.13) are based on the

assumption that the regular price r is a decision variable. However, in many instances, the

long term regular price r may be set way in advance. In the event when r is given, we now

examine the property of the optimal price matching parameter β∗(r) as a function of r. To

eliminate the trivial cases, let us consider the case when the given regular price r satisfies

(3.2) so that 0.5θ ≤ r ≤ 0.5.

By using the fact that 0.5 ≥ r, it is easy to check from (3.12) that the optimal effective

price E∗ = 1
2
[θ + (1− θ) max{0.5, 1− K

N
}] ≥ 1

2
[0.5] ≥ 1

2
r. Also, by using (3.13), it is easy to

check that the optimal price matching parameter β∗(r) ∈ [0, 1] for any given r is equal to:

β∗(r) = max[0, min{1, r − E
∗

r2/2
}].

We can use the expression for β∗(r) to make three observations. First, by using the fact

that E∗ ≥ 1
2
r, it is easy to check that the optimal price matching parameter β∗(r) is weakly

increasing in r. Hence, when the given regular price r is high, it is optimal for the carrier

to increase her optimal price matching parameter β∗(r). This result is intuitive. Second,

by using the fact that E∗ = 1
2
[θ + (1 − θ) max{0.5, 1 − K

N
}], it is easy to check that β∗(r)

is weakly increasing in K
N

. Hence, when the carrier’s capacity K is high, it is optimal for

the carrier to increase her price matching so as to entice more shippers to book with her

in period 1. Third, by considering E∗, it is easy to check that β∗(r) = 1 when θ is small

(i.e., θ ≤ 1 − (r−1)2
1−max{0.5,1−K/N}), then β∗(r) is decreasing in θ in the medium range (i.e.,

1 − (r−1)2
1−max{0.5,1−K/N} < θ < 2r−max{0.5,1−K/N}

1−max{0.5,1−K/N} , and then β∗(r) = 0 when θ is large (i.e.,

θ ≥ 2r−max{0.5,1−K/N}
1−max{0.5,1−K/N} ). Hence, when the discount factor in selling the unneeded capacity

in the spot market increases (i.e.,θ increases), the carrier can afford to reduce her price
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matching β∗(r) because the shippers are more eager to book with the carrier because they

can obtain higher salvage value on the spot market in the event when their reserved capacity

is not needed.

3.4.2 Numerical results for the case when the spot price s is Normally dis-

tributed

Instead of assuming the spot price s is uniformly distributed, we now consider the case when

s ∼ Normal(µ, σ2). However, there is no closed form expression for the optimal price

matching policy. Instead, we solve the mathematical program (3.5) numerically. In our

numerical study, we set N = 1000, K = 500, θ = 0.8, and we are interested in comparing

three optimal policies: (1) Optimal policy when there is no price matching – the optimal

regular price is denoted by r∗B; (2) Optimal fractional price matching policy – the optimal

policy is denoted by (r∗β, β
∗); and (3) Optimal partial price matching policy8 – the optimal

policy is denoted by (r∗α, α
∗). Also, for each optimal policy, we compute the corresponding

optimal expected effective price and optimal revenue; namely, E∗B, E
∗
β, E

∗
α and Π∗B, Π∗β, Π∗α;

respectively.

To begin, we investigate the impact of the average spot price (µ) on the optimal policies.

To do so, we fix σ = 300, and vary µ from 600 to 1400 using increments of 200. Our result

is summarized in Table 3.1. Table 3.1 has the following implications that are intuitive and

consistent with our analytical results for the case when s U [0, 1]: (1) when the average spot

price µ increases, the carrier can afford to increase her optimal effective prices (E∗B, E
∗
β, E

∗
α)

associated with all three optimal policies; (2) as the carrier bears some of the risk associated

with uncertain spot price under price matching, the optimal regular price under price match-

ing is higher than the regular price with no price matching (i.e., r∗B < r∗β, r
∗
α). Notice that

this result is consistent with the result as stated in Proposition 1; and (3) the optimal ex-

pected effective prices (E∗B, E
∗
β, E

∗
α) and the optimal revenue (Π∗B, Π∗β, Π∗α) associated with

8While we show analytically that the optimal partial price matching policy is equivalent to the optimal
fractional price matching policy in Appendix 3.1 for the case when s U [0, 1], it is unclear if this result holds
when s Normal(µ, σ2)
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all three optimal policies are identical, and increasing in µ. Hence, this numerical result for

the case when s ∼ Normal(µ, σ2) is consistent with our analytical result for the case when

s U [0, 1].

Next, we investigate the impact of the standard deviation of the spot price (σ) on all three

optimal policies. To do so, we fix µ = 1000, and vary σ from 300 to 600 using increments of

100. Our result is summarized in Table 3.2. Table 3.2 reveals some interesting observations:

(1) the optimal expected effective prices (E∗B, E
∗
β, E

∗
α) associated with all three optimal

policies are not affected by the spot price uncertainty captured by σ;9 (2) To compensate for

the risk associated with uncertain spot price that the carrier is bearing under price matching,

the optimal regular price under price matching is higher than the regular price with no price

matching (i.e., r∗B < r∗β, r
∗
α); (3) To compensate for the risk associated with uncertain spot

price that the carrier is bearing under price matching, it is optimal for the carrier to decrease

her regular price r∗β, and reduce price matching (by decreasing β∗) as spot price uncertainty

σ increases, and keep the optimal effective price E∗β constant; (4) The optimal partial price

matching policy suggests that it is optimal for the carrier to increase her regular price r∗α,

and reduce price matching (by increasing α∗) as spot price uncertainty σ increases, and keep

the optimal effective price E∗α constant.

By noting that the optimal expected effective prices (E∗B, E
∗
β, E

∗
α) associated with all

three optimal policies are independent of spot price uncertainty σ, it is no surprise that the

carrier’s optimal expected revenue (Π∗B, Π∗β, Π∗α) associated with all three optimal policies

are also independent spot price uncertainty σ. Therefore, even though the optimal frac-

tional price matching policy (r∗β, β
∗) is affected by σ, we show that the optimal fractional

price matching policy (r∗β, β
∗) enables the carrier to reduce the impact associated with the

additional risk caused by price matching to zero. In other words, the optimal fractional

price matching policy (r∗β, β
∗) is “revenue neutral” in the sense that it enables the carrier to

obtain the same expected revenue as before (when there was no price matching) even when

9When there is no price matching (i.e., β = 0), observe from (3.1) that the effective expected price E and
the corresponding carrier’s problem (3.5) are independent of σ. This explains why the optimal regular price
r∗B , the optimal expected effective price E∗

B , and the optimal revenue Π∗
B are independent of σ.
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the carrier bears some of the risk associated with the uncertain spot price.

3.5 Extension 1: General Shipper Demand

In the base model, we assume that the uncertain demand of each shipper is binary so that

his booking decision in period 1 is also binary. We now extend the base model to the case of

a single shipper whose uncertain demand D follows a probability distribution over a certain

range instead of 0 or 1 in the base case.10 Let us first consider the shipper’s problem.

Under the fractional price matching policy (r, β) given in (3.1), the shipper’s expected cost

for booking x containers in period 1 for any realized demand d and spot price s can be

expressed as:

π(x; r, β; s, d) = x ·m(r, β, s) + s · [d− x]+ − θs · [x− d]+, (3.14)

where the first term is the effective booking cost in period 1, the second term is cost for

booking additional units from the spot market in period 2 when there is a shortage, and

the third term is the “salvage value” for selling those excessive units on the spot market in

period 2. By taking the expectation of the shipper’s cost with respect to the demand d and

spot price s, and by taking the derivative of the expected cost with respect to the booking

quantity x in period 1, it is easy to obtain the following result by examining the first-order

condition:

Lemma 2 Under the Fractional Price Matching Policy (r, β) given in (3.1), it is optimal

for the shipper to book x∗containers in period 1, where x∗satisfies:

Prob{D > x∗} =
E − θµ
µ(1− θ)

. (3.15)

10The multi-shipper case is beyond the scope of our study because the analysis becomes intractable. We
shall defer it as future research
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It follows from (3.2) that the quantity E−θµ
µ(1−θ) ∈ [0, 1]. Suppose we interpret (3.15) as the

proportion of the demand (Prob{1 > x∗

D
}) that the shipper should book with the carrier in

period 1. Then this interpretation is similar to proportion of the shippers who books with

the carrier in period 1 as defined in (3.3) in the base case. Hence, this observation explains

why the right hand sides of both equations are identical.

3.5.1 The carrier’s problem

Anticipating the shipper’s optimal booking quantity x∗ that satisfies (3.15), we now formulate

the carrier’s problem by noting that the carrier’s expected revenue under the fractional price

matching policy (r, β) is equal to: Π(r, β) = E · min{x∗, K} + θµ · [K − x∗]+, where the

first term is the revenue obtained from the shipper in period 1, and the second term is the

revenue obtained from selling the remaining capacity on the spot market in period 2. In this

case, the carrier’s problem can be formulated as: maxr,β Π(r, β), subject to (3.2).

To obtain tractable result, let us consider the case when D ∼ U [m − η, m + η] and the

spot price s ∼ U [0, 1], where D and s are independent (our analysis can be easily extended

to the case when s is uniformly distributed over any specific range). In this case, the average

spot price is µ = 0.5. Also, it is easy to check from (3.1) and (3.15) that:

E = r − β r2
2
and

x∗ = (m+ η)− 2η( E−0.5θ
0.5(1−θ)) (3.16)

By using the same argument as presented in Lemma 1, the carrier’s problem can be

formulated as a program that has E as the decision variable: maxE E · x∗ + 0.5θ · [K −

x∗] subject to 0.5θ ≤ E ≤ 0.5, and x∗ ≤ K, where x∗ is a function of E given in (3.16).

By considering the first order condition (in terms of E), and by considering the bounds on

E, one can show that:

Proposition 2. Under the fractional price matching policy (r, β) as defined in (3.1), the
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optimal effective price E∗ associated with the optimal fractional price policy (r∗, β∗) satisfies:

E∗ = max[
(m+ η −K)

4η
(1− θ) + 0.5θ , min{0.5, (m+ η)

8η
(1− θ) + 0.5θ}]. (3.17)

Also, the optimal fractional price policy (r∗, β∗) satisfies:

r∗ − β∗ (r
∗)2

2
= E∗. (3.18)

Proposition 2 is akin to Proposition 1, and it has the following implications. First, under

the optimal fractional price matching policy (r∗, β∗), the optimal expected effective price E∗

given in (3.17) is non-increasing in her capacity K. This result is intuitive. Second, it follows

from (3.18) that the optimal fractional price matching policy (r∗, β∗) is not unique. Also,

it is easy to check from (3.18) that the optimal regular price r∗ is increasing in β∗: when

the carrier bears more risk caused by the spot market by offering a higher price matching

β∗, the carrier can compensate for this additional risk by charging a higher regular price

r∗. Finally, observe from (3.18) that all optimal fractional price matching policies (r∗, β∗)

yield the same expected effective price E∗. Consequently, it is easy to check from that all

optimal fractional price matching policies (r∗, β∗) generate the same expected revenue for

the carrier. Therefore, our result for the base case continues to hold when the shipper’s

demand D follows a probability distribution over a certain range (instead of 0 or 1 in the

base case).

3.6 Extension 2: Dependent Spot Price

In the base model, we assume that the spot price s is independent of the shipper’s demand.

In this section, we deal with the case when the spot price s depends on the expected demand

in period 2. Recall from Section 3.1 that shippers who did not book in period 1 must have

demand probability ρ ≤ E−θµ
µ(1−θ) . Hence, by using the fact ρ ∼ U [0, 1], the expected demand

in period 2 is equal to N · 1
2
· E−θµ
µ(1−θ) = N 1−q(r,β)

2
, where q(r, β) is given in (3.3). To model the

dependency between the spot price s and the expected demand in period 2, we consider the
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case when

s = τ ·N 1− q(r, β)

2
+ ε, (3.19)

where ε ∼ U [0, 1] and τ ≥ 0 (notice that this extension reduces to the base case when τ = 0).

While the spot price s depends on the expected demand in period 2, the demand in period 2

depends on the shipper’s booking behavior in period 1 via q(r, β), which depends on the spot

price s. Hence, this “circular” relationship implies that the expected spot price µ = E(s)

should be determined “endogenously.”

3.6.1 Special case: when β = 0.

To simplify our exposition, let us consider the case when the carrier offers no price matching

with β = 0. It follows from (3.1) that m(r, β, s) = r when β = 0. By using the fact that the

expected effective price E = r, it is easy to check from (3.3) and (3.19) that the proportion

of shippers who will book with the carrier in period 1 (i.e., q(r)) and the expected spot price

µ satisfy:

q(r) = 1− E − θµ
(1− θ)µ

= 1− r − θµ
(1− θ)µ

, where (3.20)

µ = Exp(s) =
1

2
τN(

r − θµ
(1− θ)µ

) + 0.5. (3.21)

It follows from (3.21), we can determine the expected spot price µ(r) “endogenously” by

solving a quadratic equation, where:

µ(r) =
−(τNθ − (1− θ)) +

√
(τNθ − (1− θ))2 + 8τNr(1− θ)
4(1− θ)

> 0. (3.22)

By using the same argument as stated in Lemma 1, it can be shown that the carrier’s problem

can be formulated as:

max
r

r ·N · q(r) + θµ(r) · [K −N · q(r)]
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subject to θµ(r) ≤ r ≤ µ(r), and

N · q(r) ≤ K,

where q(r) is given in (3.20), and µ(r) is given in (3.22). Note that the above program

is a mathematical program with non-linear objective function and non-linear constraints

associated with the decision variable r. As such, there is no closed form expression for the

optimal regular price r∗. However, one can always determine the optimal r∗ numerically. We

shall present the numerical results in the next section where we discuss about the general

case of this model (i.e., β ∈ [0, 1]).

3.6.2 General case: when β ∈ [0, 1]

We now consider the case when β ∈ [0, 1]. It follows from (3.3) and (3.19) that the proportion

of shippers who will book with the carrier in period 1 (i.e., q(r, β)) and the expected spot

price µ satisfy:

q(r, β) = 1− E − θµ
(1− θ)µ

, where

µ = Exp(s) =
1

2
τN(1− q(r, β)) + 0.5. (3.23)

By noting from (3.19) that s is uniformly distributed between 1
2
τN(1−q(r, β)) and {1

2
τN(1−

q(r, β)) + 1}, we can use (3.1) to show that the expected effective price E satisfies:

E = Exp{m(r, β, s)} = r − β
∫ r

1
2
τN(1−q(r,β))

(r − s)ds

= r − β r
2

2
+ β{1

2
τN(1− q(r, β))}[r − 1

4
τN(1− q(r, β))].(3.24)

By using q(r, β) and µ given above, we can express the expected effective price E in

terms of q(r, β) so that E = {1
2
τN(1− q(r, β)) + 0.5}[θ+ (1− θ)(1− q(r, β))]. Combine this

observation with (3.24), we can determine the proportion of shippers who will book with the

carrier in period 1 (i.e., q(r, β)) endogenously by solving the following quadratic equation of

q(r, β):

{1

2
τN(1− q(r, β)) + 0.5}[θ + (1− θ)(1− q(r, β))] = (3.25)
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r − β r
2

2
+ β{1

2
τN(1− q(r, β))}[r − 1

4
τN(1− q(r, β))]

By solving (3.25), we show that q(r, β) satisfies:

q(r, β) = 1− [
{βτNr−θτN−(1−θ)}+

√
{βτNr−θτN−(1−θ)}2−4(θ−2r+βr2){τN(1−θ)+ 1

4
β(τN)2}

2{τN(1−θ)+ 1
4
β(τN)2} ] (3.26)

By using q(r, β) given in (3.26), we can determine the expected spot price µ(r, β) from (3.23),

and use (3.24) to retrieve the expected effective price E. Again, by using the same argument

as stated in Lemma 1, it can be shown that the carrier’s problem can be formulated as:

max
r,β

E ·N · q(r, β) + θ · µ(r, β) · [K −N · q(r, β))],

subject to θ · µ(r, β) ≤ E(r, β) ≤ µ(r, β), and

N · q(r, β) ≤ K,

where q(r, β) is given above, and µ(r, β) can be computed from (3.23). It is easy to recognize

that the carrier’s problem is a mathematical program with non-linear objective function and

non-linear constraints associated with the decision variables r and β. As such, there is no

closed form expression for the optimal fractional price matching policy (r∗, β∗). Hence, we

solve this mathematical program numerically to generate further insight. We use the same

parameter setting given in Section 3.4.2 so that we can compare the results. Moreover, from

the numerical analysis, we investigate how the spot price coefficient τ affects the optimal

policy and the optimal revenue.

To begin, we consider the case when ε follows Normal(µε, σ
2
ε ) and we investigate the

impact of (µε = Exp(ε)) on the optimal policies. To do so, we fix the standard deviation of

ε by setting σε = 300 and vary µε from 600 to 1400 using increments of 200. Our numerical

result is summarized in Table 3.3. From Table 3.3, we observe the same pattern as in Table

3.1. Thus, Table 3.3 can be interpreted in the same way as Table 3.1. To avoid repetition, we

omit the details. However, by examining the proportion of the shippers who book in period

1 (q∗) and the expected spot price (µ∗), we can draw additional conclusions. First, under
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all three policies (no price matching, fractional price matching, and partial price matching

policies), the proportion of the shippers who book in period 1 (q∗) is increasing in µε. This

result is due to the fact that the “effective” expected spot price (µ∗) is increasing in µε so

that more shippers will book with the carrier in period 1 when the expected spot price in

period 2 is increasing. Second, one can expect from (3.19) that an increase in q would result

in an decrease in the expected spot price. However, Table 3.3 shows the opposite (i.e., the

expected spot price increases). This result can be explained by the fact that the effect caused

by the increase in µε dominates the effect associated with q∗.

Next, we investigate the impact of the standard deviation (σε) on the optimal policies.

To do so, we fix µε = 1000, and vary σε from 300 to 600 using increments of 100. Our result

is summarized in Table 3.4. From Table 3.4, we observe the same pattern as in Table 3.2.

Hence, our intuition from Table 3.2 continues to hold when the spot price is dependent on

the expected demand in period 2. We omit the details. However, it is interesting to see

that all optimal policies yield the same expected effective prices, which generate the same

expected revenue. Thus, our analytical and numerical results for the base case presented in

the previous sections continue to hold even if we introduce the spot price dependency on the

demand.

Finally, we investigate the impact of the spot price coefficient τ on the optimal policies.

To do so, we fix µε = 1000 and σε = 300, and vary τ from 0 to 1.5 using increments of 0.5.

Our result is summarized in Table 3.5, which has the following implications. First, observe

that the case τ = 0 reduces to the base case as presented in Section 4.2. This explains

why the results displayed in the first row of Tables 3.5a, 3.5b, and 3.5c are the same as the

results displayed in the first row of Table 3.2. Second, notice from Table 3.5 that the optimal

regular price r∗ and the expected effective price E∗ under all three policies are increasing in

τ . This result can be explained intuitively as follows. As τ increases, (3.19) reveals that the

expected spot price (µ∗) will increase (which is also observed in Table 3.5). As the expected

spot price (µ∗) increases, the carrier can afford to charge a higher regular price r∗ and the

expected effective price E∗ in period 1 when τ increases. Third, notice from Table 3.5 that
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the proportion of the shippers who book in advance (q∗) decreases in τ . As τ increases,

(3.19) reveals that the expected spot price (µ∗) will increase. As the expected spot price

(µ∗) increases, the proportion of the shippers who book in advance (q∗) decreases.

3.7 Conclusion

In this chapter, we have examined a situation in which shippers can either reserve the capacity

directly with the carrier at a regular price that is known and fixed in advance or purchase

the capacity in the secondary market according to the spot price that is uncertain ex-ante.

To entice shippers to buy the capacity directly from the carrier instead of the spot market

before demand and spot price uncertainties are resolved, we have analyzed the case when

the carrier offers the fractional price matching contract so that there is the shipper receiving

a refund based on a “fraction” of the price difference (i.e., the difference between the regular

price and the spot price). While we have mainly focused on analyzing the fractional price

matching policy throughout the chapter, we have also investigated a different price matching

mechanism “partial price matching policy” to show the one-to-one correspondence of these

two policies.

By solving a Stackelberg game in which the carrier acts as the leader who sets the

regular price and the “fraction” parameter, and the shippers act as followers who decide

whether to book directly with the carrier or not, we were able to determine the optimal

fractional price matching policy in equilibrium. Specifically, our analytical and numerical

results enabled us to draw the following conclusions. First, we have shown that the carrier can

use the fractional price matching contract to generate a higher demand from the shippers by

increasing the “fractional price matching” in equilibrium. Second, there are multiple optimal

regular prices and the optimal “fractions”. However, the optimal fractional price matching

contract exhibits the following property: if the carrier offers a higher “fraction”, then the

carrier should increase the regular price to compensate for bearing additional risk. Third,

we have found that the optimal fractional price matching contract is “revenue neutral” in
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the sense that it enables the carrier to obtain the same expected revenue as before (when

there was no price matching). This result implies that the carrier can develop a menu of

fractional price matching contracts that are “revenue neutral” and let the shipper to choose

a specific contract as desired. Finally, we have shown that our results continue to hold when

the spot price is dependent on the expected demand in the spot market.

Our study has several limitations that deserve further investigation. First, our model does

not capture competition among shippers as the analysis will become highly complicated due

to the gaming effects among the shippers. However, it is of interest to extend our model

to further investigate how the competition among the shippers leads to different results.

Second, in our models, we assume that the spot price is either independent of the demand

or it is dependent on the expected demand in the second period. However, one can consider

the situation where the spot price depends on the demand as well as the supply (i.e., market

capacity). Finally, extending our model to incorporate the issue of dynamic pricing could

be of interest also.

Appendix 3.1: Partial Price Matching Policy

In this section, we show that there is a one to one correspondence between the optimal

partial price matching policy and the optimal fractional price matching policy, and that the

carrier will obtain the same expected optimal revenue under both optimal policies. Under

the partial price matching policy, the effective unit price m(r, α, s) is given by:

where 0 ≤ α ≤ r. By noting that m(r, α, s) is increasing in α, we can conclude that

Ẽ = Exp{m(r, α, s)} is increasing in α. By using the same argument as presented in Section

3.1, the expected effective price E satisfies (3.2). Also, we can check from (3.3) that the

proportion of the shippers who will book with the carrier in period 1 (q(r, α)) is decreasing

in α. Hence, we have proved the following corollary that is akin to Corollary 1.

Corollary. Under the partial price matching policy (r, α), the carrier can generate a higher

demand (via a higher value of q(r, β)) with a lower expected effective price Ẽ by reducing the
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matching parameter α.

Also, when s ∼ U [0, 1] and ρ ∼ U [0, 1], it is easy to check from (3.3) that µ = 1
2
, and

Ẽ = Exp{m(r, α, s)} =
∫ r−α
0 s ds+

∫ 1
r−α r ds = r − (

r2 − α2

2
), and

q(r, α) = 1−
Ẽ − θ

2
1
2
(1− θ)

. (3.27)

While the effective expected price Ẽ takes on a different functional form than E given in

(3.6) in terms of its price matching parameters (r, α), the proportion of the shippers who will

book with the carrier in period 1 (q(r, α)) given in (3.27) is identical to (3.7) as a function

of Ẽ and E, respectively. Hence, we can conclude that there is a one to one correspondence

between the proportion of the shippers who will book with the carrier in period 1 between

the fractional price matching policy and the partial price matching policy.

For any given (r, α), the expected booking quantity generated by the shippers in period

1 is given by N · q(r, α). Then, the expected revenue to be received by the carrier is equal

to: Π(r, α) = E · min{N · q(r, α), K} + θµ · [K − N · q(r, α)]+. By noting that q(r, α)

given in (3.27) is identical to (3.7) as a function of Ẽ and E, it is easy to check that,

under the partial price matching policy, the carrier’s problem can be formulated as the

same problem as defined in (3.8) that has Ẽ as a decision variable. Hence, we can use

the optimal solution E∗ given in (3.12) to retrieve the optimal Ẽ∗, where Ẽ∗ = E∗. In

this case, we have shown that all optimal partial price matching policy (r
′
, α
′
) satisfies:

Ẽ∗ = r
′ − (r

′
)2−(α′ )2

2
, where Ẽ∗ = E∗=r∗ − β∗ (r

∗)2

2
as shown in (3.13). Therefore, for any

optimal fractional pricing matching policy (r∗, β∗), there is a corresponding optimal partial

price matching policy (r
′
, α
′
). More importantly, the expected optimal effective prices under

both optimal price matching policies are the same (i.e., Ẽ∗ = E∗). Consequently, we can

conclude that the carrier’s optimal expected revenue under both optimal policies are the

same; i.e., Π(r
′
, α
′
) = Π(r∗, β∗).
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Appendix 3.2: Proofs

Proof of Lemma 1: Suppose not. Then, among all optimal solutions, let us focus on the

smallest optimal solution E∗ that satisfies N · (1 − E∗− θ
2

1
2
(1−θ)) > K. By using the fact that

N > K, the inequality N · (1− E∗− θ
2

1
2
(1−θ)) > K implies E∗ < 0.5. In this case, we can construct

a variant of the optimal solution E ′ that has E ′ = E∗ + δ with δ > 0, where E ′ is feasible;

i.e., E ′ ≤ 0.5; and N · (1− E′− θ
2

1
2
(1−θ)) = K. In this case, it is easy to check from (3.8) that E ′

will yield a higher revenue for the carrier. This contradicts the supposition that E∗ is the

smallest optimal solution. This completes our proof.

Proof of Proposition 1: Let us define a decision variable x :=
E− θ

2
1
2
(1−θ) . By using the fact

that N > K, constraints (3.10) and (3.11) can be simplified as (1 − K
N

) ≤ x ≤ 1. Hence,

Program (3.9) can be reformulated as:

max
x

N [(1− x){(1− θ)x+ θ}1
2

+ {K
N
− (1− x)} θ

2
] (3.28)

s.t. (1− K
N

) ≤ x ≤ 1

By considering the first-order condition associated with the objective function (3.28) and by

considering the bounds on x, it is easy to check that the optimal solution to problem (3.28)

is given by x∗ = max{1
2
, 1− K

N
}. By using the fact that x =

E− θ
2

1
2
(1−θ) , we obtain (3.12). Finally,

by using the fact that E = r − β r2
2

from (3.6), we obtain (3.13).
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µ r∗B E∗B Π∗B r∗β β∗ E∗β Π∗β, r∗α α∗ E∗α Π∗α

600 540 540 2.7× 105 591 0.4471 540 2.7× 105 580 416 540 2.7× 105

800 720 720 3.6× 105 722 0.0278 720 3.6× 105 750 430 720 3.6× 105

1000 900 900 4.5× 105 902 0.0364 900 4.5× 105 926 424 900 4.5× 105

1200 1080 1080 5.4× 105 1083 0.0456 1080 5.4× 105 1104 410 1080 5.4× 105

1400 1260 1260 6.3× 105 1263 0.0516 1260 6.3× 105 1281 399 1260 6.3× 105

Table 3.1: Impact of µ: Optimal Pricing Policy

σ r∗B E∗B Π∗B r∗β β∗ E∗β Π∗β r∗α α∗ E∗α Π∗α

300 900 900 4.5× 105 902.8 0.0364 900 4.5× 105 926.6 424.2 900 4.5× 105

400 900 900 4.5× 105 902.3 0.0204 900 4.5× 105 964.6 486.7 900 4.5× 105

500 900 900 4.5× 105 901.3 0.0087 900 4.5× 105 1015.9 546.5 900 4.5× 105

600 900 900 4.5× 105 900.3 0.0018 900 4.5× 105 1077.9 603.6 900 4.5× 105

Table 3.2: Impact of σ: Optimal Policy
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µε r∗B E∗B q∗B µ∗B(s) Π∗B

600 1077.3 1077.3 0.0317 1084.1 440320

800 1235.0 1235.0 0.0864 1256.8 522560

1000 1396.5 1396.5 0.1315 1434.3 606460

1200 1561.1 1561.1 0.1866 1615.6 691580

1400 1728.0 1728.0 0.2000 1800.0 777600

µε r∗β β∗ E∗β q∗β µ∗β(s) Π∗β

600 1081.2 0.0330 1077.3 0.0317 1084.1 440320

800 1241.4 0.0565 1235.0 0.0864 1256.8 522560

1000 1401.3 0.0459 1396.5 0.1315 1434.3 606460

1200 1626.1 0.5202 1561.1 0.1866 1615.6 691580

1400 1777.7 0.4564 1728.0 0.2000 1800.0 777600

µε r∗α α∗ E∗α q∗α µ∗α(s) Π∗α

600 1108.9 512.2397 1077.3 0.0317 1084.1 440320

800 1261.2 529.0497 1235.0 0.0864 1256.8 522560

1000 1420.0 523.7560 1396.5 0.1315 1434.3 606460

1200 1582.8 512.7746 1561.1 0.1866 1615.6 691580

1400 1748.2 500.8696 1728.0 0.2000 1800 777600

Table 3.3: Impact of µε: Optimal Pricing Policy (when τ = 1)
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σε r∗B E∗B q∗B µ∗B(s) Π∗B

300 1396.5 1396.5 0.1315 1434.3 606460

400 1396.5 1396.5 0.1315 1434.3 606460

500 1396.5 1396.5 0.1315 1434.3 606460

600 1396.5 1396.5 0.1315 1434.3 606460

σε r∗β β∗ E∗β q∗β µ∗β(s) Π∗β

300 1401.3 0.0459 1396.5 0.1315 1434.3 606460

400 1399.7 0.0211 1396.5 0.1315 1434.3 606460

500 1396.8 0.0014 1396.5 0.1315 1434.3 606460

600 1396.5 0.0000 1396.5 0.1315 1434.3 606460

σε r∗α α∗ E∗α q∗α µ∗α(s) Π∗α

300 1420.0 523.7560 1396.5 0.1315 1434.3 606460

400 1459.3 581.1957 1396.5 0.1315 1434.3 606460

500 1509.2 648.8146 1396.5 0.1315 1434.3 606460

600 1568.4 715.8923 1396.5 0.1315 1434.3 606460

Table 3.4: Impact of σε: Optimal Policy (when τ = 1)
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τ r∗B E∗B q∗B µ∗B(s) Π∗B

0 900.0 900.0 0.5000 1000.0 450000

0.5 1119.6 1119.6 0.2679 1183.0 519620

1 1396.5 1396.5 0.1315 1434.3 606460

1.5 1694.1 1694.1 0.0512 1711.6 701270

τ r∗β β∗ E∗β q∗β µ∗β(s) Π∗β

0 902.8 0.0364 900.0 0.5000 1000.0 450000

0.5 1153.5 0.3213 1119.6 0.2679 1183.0 519620

1 1401.3 0.0459 1396.5 0.1315 1434.3 606460

1.5 1697.3 0.0287 1694.1 0.0512 1711.6 701270

τ r∗α α∗ E∗α q∗α µ∗α(s) Π∗α

0 926.6 424.2000 900.0 0.5000 1000.0 450000

0.5 1139.8 512.2507 1119.6 0.2679 1183.0 519620

1 1420.0 523.7560 1396.5 0.1315 1434.3 606460

1.5 1716.9 553.1487 1694.1 0.0512 1711.6 701270

Table 3.5: Impact of τ : Optimal Policy

63



www.manaraa.com

References

[ACG11] K Amaruchkul, William Cooper, and D Gupta. “A Note on Air-Cargo Capacity
Contracts.” Production and Operations Management, 20(1):152–162, 2011.

[Bel87] T Belton. “A model of duopoly and meeting or beating competition.” Interna-
tional Journal of Industrial Organization, 5:399–417, 1987.

[Blo01] Francis Bloch. Group and Network Formation in Industrial Organization, vol-
ume 21. Cambridge University Press, 2001.

[CC08] Juan Camilo Cardenas and Jeffrey Carpenter. “Behavioural Development Eco-
nomics: Lessons from Field Labs in the Developing World.” Journal of Develop-
ment Studies., 44(3):311–338, 2008.

[Cho93] J.P. Choi. “Cooperative R&D with product market competition.” International
Journal of Industrial Organization., 11:553–571, 1993.

[CHT10] SaraJean Cameranesi, Ying Huang, and Christopher S Tang. “Coconut World: A
Sweetner from the Heart.” Case Study, UCLA Anderson School of Management,
2010.

[CK01] Charles Corbett and Uday Karmarkar. “Competition and Structure in Serial
Supply Chains with Deterministic Demand.” Management Science., 47(7):966–
978, 2001.

[CNZ01] Yuxin Chen, C Narashimhan, and Z J Zhang. “Consumer heterogeneity and
competitive price-matching guarantees.” Marketing Science, 20(3):300–314, 2001.

[CS03] A T Coughlan and G E Shaffer. “Price-matching guarantees, retail competition,
and product-line assortment.” Working Paper, 2003.

[CSS12] Ying Ju Chen, J. George Shanthikumar, and Zuo Jun Max Shen. “Traning,
production, and channel separation in ITC’s e-Choupal network.” Production
and Operations Management, (Forthcoming), 2012.

[DA05] J. Dorsey and T. Assefa. Evaluation of Agricultural Cooperatives in Ethiopia
(ACE) Program Activities. The Mitchell Group, Inc., Washington, D.C., 2005.

[DAS11] S.K. Devalkar, Ravi Anupindi, and Amitabh Sinha. “Integrated Optimization of
Procurement, Processing and Trade of Commodities in a Network Environment.”
Operations Research, (Forthcoming), 2011.

[DGM12] M Dawande, S Gavirneni, M Mehrotra, and V Mookerjee. “Efficient Distribution
of Water Between Head-Reach and Tail-End Farms in Developing Countries.”
Working Paper, School of Management, University of Texas at Dallas, 2012.

64



www.manaraa.com

[DJ88] Claude D’Aspremont and Alexis Jacquemin. “Cooperative and non-cooperative
R&D in duopoly with spillovers.” The American Economic Review., 78:1133–
1137, 1988.

[DLV12] Pierre Desmet, Emmanuelle Le Nagard, and Vincenzo Vinzi. “Refund Depth Ef-
fects on the Impact of Price-Beating Guarantees.” Journal of Business Research,
65:603–608, 2012.

[Doy88] C Doyle. “Different selling strategies in betrand oligopoly.” Economic Letters,
28(387-390), 1988.

[DW97] R. De Bondt and C. Wu. Research Joint Venture Cartels and Welfare, pp. 39–56.
St. Martin’s Press, New York, 1997.

[Edl97] A Edlin. “Do Guaranteed-low-price policies guarantee high prices, and can an-
titrust rise to the challenge?” Harvard Law Review, 111(2), 1997.

[EE99] A Edlin and E Emch. “The welfare losses from price-matching policies.” Journal
of Industrial Economics, 47:145–167, 1999.

[FFG05] F. R. Fernandez, M. G. Fiestras-Janeiro, Ignacio Garcia-Jurado, and Justo Puerto.
“Competition and Cooperation in Non-Centralized Linear Production Games.”
Annals of Operations Research., 137:91–100, 2005.

[FL12] Jan Fransoo and Chung Yee Lee. “The critical role of ocean container transport
in Global supply chain performance.” Production and Operations Management,
(Forthcoming), 2012.

[Gar07] Rodrigo Garrido. “Procurement of transportation services in spot markets un-
der a double-auction scheme with elastic demand.” Transportation Research,
41(9):1067–1078, 2007.

[Gra86] Daniel Granot. “A Generalized Linear Production Model: A Unifying Model.”
Mathematical Programming., 34:212–222, 1986.

[GWP04] Ian Gillson, Steve Wiggins, and Nilah Pandian. “Report: Rethinking Tropi-
cal Agricultural Commodities, UK Department for International Development.”,
2004.

[Hoy89] A Hoyt. Cooperatives in Other Countries, pp. 81–97. Prentice-Hall, Inc, New
Jersey, USA, 1989.

[HS12] Morten Hviid and Greg Shaffer. “Optimal Low-Price Guarantees with Anchor-
ing.” Quantitative Marketing and Economics, (Forthcoming), 2012.

[JS00] Sanjay Jain and Joydeep Srivastava. “An experimental and Theoretical Analysis
of Price-Matching Refund Policies.pdf.” Journal of Marketing Research, 37(Au-
gust 2000):351–362, 2000.

65



www.manaraa.com

[Kar12] Rajendran Karuppannan. “Report: Cost Reduction in Co-Operative Sugar Mills:
A Case Study on Chengalrayan Co-Operative Sugar Mills - Tamil Nadu, India.”
The Indira Gandhi National Open University, 2012.

[KAS07] S Koekebakker, R Adland, and S Sodal. “Pricing freight rate options.” Trans-
portation Research, 43:535–548, 2007.

[Kat86] M.L. Katz. “An Analysis of Cooperative Research and Development.” RAND
Journal of Economics., 17:527–543, 1986.

[KMZ92] Morton Kamien, E Muller, and I Zang. “Research Joint Ventures and R&D
cartels.” The American Economic Review., 82:1293–1306, 1992.

[KVB04] M.G Kavussanos, I.D Visvikes, and R.A Batchelor. “Over-the-counter forward
contracts and spot price volatility in shipping.” Transportation Research, 40:272–
296, 2004.

[LAS10] Ted London, Ravi Anupindi, and Sateen Sheth. “Creating Mutual Value: Lessons
Learned from Ventures Serving Base of the Pyramid Producers.” Journal of Busi-
ness Research., 63:582–594, 2010.

[LD10] Guoming Lai and Laurens G Debo. “Buy Now and Match Later : Impact of
Posterior Price Matching on Profit with Strategic Consumers.” Manufacturing &
Service Operations Management, 12:33–55, 2010.

[LMN07] Y Levin, J McGill, and M Nediak. “Price guarantees in dynamic pricing and
revenue management.” Operations Research, 55(1):75–97, 2007.

[LRX08] A Lim, B Rodrigues, and Z Xu. “Transportation procurement with season-
ally varying shipper demand and volume guarantees.” Operations Research,
56(3):758–771, 2008.

[MZ06] Sridhar Moorthy and X Zhang. “Price matching by vertically differentiated re-
tailers: Theory and evidence.” Journal of Marketing Research, 43(2):156–167,
2006.

[NBR10] Arcan Nalca, Tamer Boyaci, and Saibal Ray. “Competitive price-matching guar-
antees under imperfect store availability.” Quantitative Marketing and Economics,
8:275–300, 2010.

[OK07] G.F. Ortmann and R.P. King. “Agricultural Cooperatives I: History, Theory and
Problems.” Agrekon., 46(1):40–68, 2007.

[PH87] I P L Png and D Hirshleifer. “Price discrimination through offers to match price.”
Journal of Business, 60(3):365–383, 1987.

[Poy95] J Poyogo-Thetoky. “Equlibrium and optimal size of a research joint venture in an
oligopoly with spillovers.” Journal of Industrial Economics., 43:209–226, 1995.

66



www.manaraa.com

[Sal86] S Salop. Practices that (credibly) facilitate oligopoly coordination. The MIT Press,
Cambridge, MA, 1986.

[SBY12] Sema Sakarya, Muzaffer Bodur, Ozlem Yildirim-Oktem, and Nisan Selekler-
Goksen. “Social Alliances: Business and Social Enterprise Collaboration for Social
Transformation.” Journal of Business Research, (Forthcoming), 2012.

[SL04] J Srivastava and Nicholas H Lurie. “Price-matching guarantees as signals of low
store prices: survey and experimental evidence.” Journal of Retailing, 80(2):117–
128, 2004.

[SR86] Hanif Sherali and Roby Rajan. “A game theoretic-mathematical programming
analysis of cooperative phenomena in ologopolistic markets.” Operations Re-
search., 34(5):683–697, 1986.

[ST11] M Sodhi and Christopher S Tang. “Social enterprises as supply-chain enablers for
the poor.” Socio-Economic Planning Sciences., 45:146–153, 2011.

[ST12] M Sodhi and Christopher S Tang. “Modeling Operational Mechanisms for Value
Creation by Social Businesses in Emerging Markets.” Working Paper, UCLA
Anderson School of Management, 2012.

[Working Paper.]

[Tum11] Norovsambuu Tumennasan. “Quantity precommitment and price matching.”
Working Paper, 2011.

[WL95] K Wan and R.R Levary. “A linear-programming-based price negotiation procedure
for contracting shipping companies.” Transportation Research, 29(3):173–186,
1995.

[YBS95] S Yan, D Bernstein, and Y Sheffi. “Intermodel Pricing Using Network Flow
Techniques.” Transportation Research, 29:171–180, 1995.

[YY12] Funda Yercan and Turkay Yildiz. “Maritime Logistics: International Maritime
Trade and Logistics.” Macmillan Publishing Solutions, 2012.

67




